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Section |: Experiment Description
10 Introduction

This Section provides a high-level overview of the entire experiment to acquaint the reader with the
genera background, context, and objectives for each of the initiatives. Background on categorization,
data collection, and analysis methodologies is also presented.

11 Fleet Battle Experiments Purpose and History

Historically, Fleet Battle Experiments (FBES) have existed in order to streamline and invigorate warfare
doctrine refinement, and to bring innovation to the processes of developing and prosecuting warfare
concepts. They have been designed to speed the ddlivery of innovation and advanced warfare capabilities
to the fleet by identifying concept-based requirements and evaluating the merit of new operational
capabilities.

More recently, in an effort to improve the overal, integrated capabilities of U.S. forces, an over-arching
set of experiments called Millennium Challenge (MC) was ingtituted. The M C experiments are sponsored
and implemented by U.S. Joint Forces Command and are operated at the same time as, and in the
conjunction with, service experiments. MC-00, the first of the MC series, was carried out at the same time
as FBE-H. FBE-J was carried out with MC-02. This combination of over-arching joint and service
experiments provided a common venue for the service experiments, and leveraged them into
examinations and improvements in joint warfighting capabilities.

A significant focus of both MC and FBE experiments has been the use of information to support warfare
areas. The primary goal is to enable commanders to make fast, accurate decisions in battle. The range of
information-related objectives has been broad, including content, accuracy, timeliness, dissemination,
distribution, display, and also the processes by which the information is used for decision making.

The experiments involve live forces but make extensive use of smulations to minimize the expense of
employing operational resources. Simulation is especially valuable as a means to insert opposing forces
into an operation. Simulation also permits playing some future systems, primarily weapons and sensors,
by introducing their performance into the smulation.

The experiments improve awareness about the most pressing operational challenges of the future and
have led to recommendations for changes in doctrine, organization, training, materia, leadership,
personnel, or facilities (DOTMLPF). They examine how arobust, common information environment
coupled with collaborative tools, increases shared battlespace awareness and simultaneous planning
necessary to achieve decision superiority. Weaknesses in today’ s crisis action planning processes and
battlespace executions are identified, quantified, and appropriate resolutions are recommended.



There have been ten FBEs conducted since 1997:

Experiment Timeframe Principal Warfare Areas or Concepts
FBE-Alpha  Apr -May 1997 MAGTAF

FBE-Bravo  Aug-Sep 1997 Fires

FBE-Charlie  Apr-May 1998 Ring-of Fire; AADC

FBE-Ddlta Oct-Nov 1998 Land Attack from Sea

FBE-Echo Mar 1999 Asymmetric Threats

FBE-Foxtrot  Nov-Dec 1999 Joint Maritime Access

FBE-Golf Apr 2000 Theater Air Missile Defense

FBE-Hotel Aug-Sep 2000 Flexible Command and Control

FBE-India May -June 2001 Forced Entry and Access for Contingencies
FBE-Juliet July-Aug 2002 Assured Access; Maritime Command and Control

FBE Alpha used the U. S. Marine Corps Hunter Warrior scenario, and was designed to test the ability of
a searbased Specia Marine Air-Ground Task Force to conduct dispersed operations on a distributed, non-
contiguous battlefield.

FBE Bravo was designed to leverage the lessons and observations from FBE Alpha with a focus on the
Joint Vision 2010 Precision Engagement operational concept, and precision firesin alittoral Joint
Operating Area. FBE Bravo was hosted by Commander Third Fleet and conducted in the southern
California operating area.

FBE Charlie examined an area air defense commander (AADC) separated geographically from the Joint
Forces Air Combat Coordinator using a prototype AADC system to plan and execute an air defense plan
for theater air and missile defense. FBE Charlie also explored a warfare concept called Ring of Fire, using
integrated deconfliction tools, sophisticated target prioritization, close air support, improved weapon-
target pairing, and automated checks for protected or prohibited targets. Commander Second Fleet hosted
FBE Charlie.

FBE Delta, conducted during Exercise Foa Eagle’ 98, an annua joint and combined exercise sponsored
by Combined Forces Command Korea, was the first forward deployed joint and combined experiment.
FBE Delta examined a land-sea engagement network, which linked 22 Land Attack Weapons System
stations at sea to 80 automated deep operations coordination systems ashore. Commander Seventh Fleet
hosted FBE Delta

FBE Echo was conducted concurrently with the U. S. Marine Corps experiment Urban Warrior.
Operations focused on humanitarian assistance, asymmetric threats, precision engagement, littoral air and
missile defense, disaster relief, undersea warfare, information assurance and casualty management. FBE
Echo was hosted by Commander Third Fleet and conducted in the San Francisco and Monterey Bay
areas.

FBE Foxtrot was built around the U. S. Centra Command’ s operational need to assure Joint Maritime
Access to the Arabian Gulf. The experiment included concurrent Anti-Submarine Warfare and Mine
Countermeasures, with simultaneous operations by a Joint Fires Element against air, coastal missile,
artillery, and asymmetric attacks. FBE Foxtrot was hosted by Commander Fifth Fleet and conducted in
the Arabian Gulf.

FBE Golf focused on Time Critical Targeting (TCT) and examined joint and combined theater air missile
defense (JCTAMD) with NATO participation and information management. FBE Golf was hosted by
Commander Sixth Fleet and conducted in the Mediterranean Sea.
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FBE Hotel was conducted in conjunction with the U.S. Joint Forces Command Millennium Challenge
experiment, MC-00, the Army’s Joint Contingency Force Advanced Warfighting Experiment, the Air
Force' s Joint Expeditionary Force experiment (JEFX-00) and the Marine Corps Millennium Dragon
experiment, making it the first all-service experiment. FBE Hotel focused on flexible command and
control processes, a the component level, using a Joint Force Maritime Component Commander
(JFMCC) structure. FBE Hotel was hosted by Commander Second Fleet and conducted in the Gulf of
Mexico and southern U.S.

FBE Indiawas conducted in conjunction with the U.S. Marine Corps Capable Warrior (CW) and
extending the Littoral Battlespace (ELB) initiatives focusing on forced entry and access for expeditionary
contingency operations. FBE India initiatives included information management and integration, baitle
space preparation, real time sensor management, time critical targeting (TCT), medical casualty and non-
governmental organization management, virtual collaborative planning and experimental command and
control (C2) architecture. FBE India was hosted by Commander Third Fleet and conducted in the
Southern California area.

12 FBE-Juliet: General Description

The two magjor experimentation areas for FBE-J were:

(1) Sea-based Joint and Maritime Command and Control
(2) Assured Access

Sea-based joint command and control was an opportunity presented by Commander Joint Task Force
(CJTF) and Joint Specia Operations Task Force (JSOTF) plans to base portions of their staffs afloat on
the Fleet Command Ship. FBE-J examined C41SR information and support needs to fully enable joint
command from a Fleet Command Ship.

For assured access, the scenario presented concurrent threats by submarines, mines, coastal cruise
missiles, and enemy land and air assets. The joint environment and warfighting scenario presented an
opportunity to experiment with Maritime Command and Control across almost al maritime warfare areas
in adifficult littoral environment.

As noted above, FBE-J was conducted in conjunction with MCO02. The experiments were conducted from
24 Jduly to 15 August 2002 in the US western sea and land ranges. The Congressional mandate for MC02
included direction to integrate service and joint experimentation. MC02 was conducted primarily at the
strategic and operationa levels while FBE-J was at the operational and tactical levels, with coordination
occurring at the operational level. Separate simulations were utilized for the two experiments,
necessitating passing information between them to coordinate tactical actions and joint-level decisions.

The timeframe for the experiment setting was 2007. This limited experimentation to those capabilities
resident in the future years defense program (FY DP) in 2002 that are reasonably achievable by 2007.

MCO02 was essentialy a command post exercise. The JTFC staff passed directives to the service
components where execution was accomplished. J9 operated a Red Cell that initiated OPFOR actions.
The J9 smulation passed actions to service ssimulations, with situational awareness provided by GCCS. A
White Cell provided adjudication, when needed. A high degree of coordination was needed between the
various smulations if the play were to be redlistic.

FBE-Jwas amix of live and smulated activities in order to examine operational and tactical warfighting
issuesin ared environment. There were periods during the experiment when FBE-J operated independent
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of the joint environment. At such times, Navy simulation provided Red-Force activities. At the service
level, smulation is used to examine systems that do not yet exist, to fill out orders of battle, and to
determine effects due to force numbers.

FBE-J was much more tightly integrated into a joint warfighting context than prior efforts. This involved
agreatly increased level of effort, aneed for subject matter expertise not resident at NWDC, and much
greater expense. The advantage was an experimental venue that was completely joint. This provided
greater vaidity to Navy operationa level experimentation and greater validity for acquisition-based
lessons learned.

FBE-J was an attempt to experiment in amost every maritime warfare area. The scenario supported
experimentation in strike, anti-submarine warfare, mine warfare, anti-surface warfare, information
operations, and intelligence, surveillance, and reconnaissance.

This FBE was preceded by a series of Limited Objective Experiments (LOES) for high speed vessel and
mine warfare. These iterative experimentation processes used the FBE as the largest venue in a series of
experiments.

The FBE-JMCO02 pair involved concurrent and mutually reinforcing joint doctrine devel opment and
joint/service experimentation. A coherent series of seminars, organizational process model development,
organizationa workflow depictions, and workshops were developed into a new paradigm for doctrine
development. The experiment aso provided alive, joint environment for field-testing proposed Joint
Maritime Component Commander doctrine.

Overview of Activitiesin FBE-J

FBE-J Activitiesin Joint and Maritime Command and Control

Maritime Operationa Planning Process
0 Objective: Field test the draft joint doctrine for JFMCC.
0 Action: Refine the roles, functions, and planning process for the Joint Force
Maritime Component Commander.

Sea-Based Joint Command and Control (C2)
0 Objective: Lessons learned for doctrine, organization, training, manning, and
technology in support of ship-based joint command and control.
o Action: Refine C41SR and support for a sea-based Joint Force Commander.

Netted Force (NF)
0 Objective: Provide lessons learned for development of expeditionary networks.
0 Actions: Develop innovative solutions to the seams between forward based
forces and rear echelon forces through exploration of innovative networking.
Additionally, improve coalition information exchange using software agent-
based systems.

FBE-J Naval Fires Network (NFN (X))

0 Objective: Provide field-tested NFN TACMEMO for Fleet use. Provide lessons
learned for NFN converged architecture devel opment. Provide lessons learned
for joint doctrine, organizations, training, and manning when joint intelligence,
surveillance, and reconnaissance (I SR) assets can be shared and distributed
across the CJTF.



0 Actions: Assess Naval Fires Network (Experimenta) (NFN (X)) system and
develop TTP and CONOPS to support sea-based firesin ajoint environment.
Exploreinnovative linkage of NFN (X) to the joint fires network. Provide field-
tested results for bandwidth, weapon-target pairing, and deconfliction.

FBE-J Activitiesin Assured Access

Unmanned Sensors and Platforms

0 Objective: Provide CONOPS leading to TACMEMOs for airspace, waterspace,
and sea-surface management; deconfliction; and asset optimization in a highly
mixed manned and unmanned environment. Provide lessons learned for doctrine,
organizations, training, and manning based on use of manned and unmanned
sensors and platforms.

o0 Actions: Refine the concepts of employment for distributed, networked, manned
and unmanned platforms, and remote sensors, for anti-submarine warfare
(ASW)/anti surface warfare (ASUW) / Mine Warfare (MIW).

Theater Air and Missile Defense
0 Objective: Provide field-tested CONOPS leading to TACMEMO for Navy lower
tier, Navy theater-wide, and Navy Area Air Defense Commander Module
systems in ajoint environment. Provide lessons learned for doctrine and
organizations in use of these emerging systems.
0 Action: Examine multi-mission pull and joint C2 of Navy TBMD capable units.

Anti-Submarine Warfare (ASW)
0 Objective: Provide field-tested CONOPS and technological recommendations to
mitigate seams between local and theater ASW efforts.
0 Action: Examine coordination from theater ASW commander to local ASW
Commander, in integrating unmanned sensors and platforms with manned
sensors and platforms.

Anti- Surface Warfare (ASUW)
0 Objective: Provide field tested CONOPS leading to TACMEMO devel opment or
fleet use of joint and Navy assets versus the swarming small boat threat.
0 Action: Examine joint tactical packages to counter swarming small boat threat.

Mine Warfare (MIW)
o0 Objective: Provide field tested CONOPS leading to TACMEMO devel opment
for fleet use of emerging mine warfare systems
o Action: Refine concepts of employment for organic and dedicated MIW forcesin
assured access mission

Information Operations (10)

0 Objective: Determine if 10 forward and JFMCC 10 staff contribution were
incorporated in the Maritime Planning Process and were sufficient/insufficient to
produce the products, information, guidance, or feedback necessary to construct
an MTO. Where insufficient, determine contributors to lack of process, products,
information, collaboration, or control.

0 Action: Integrate kinetic and non-kinetic engagement options to develop
computer network defense CONOPS. Evaluate the impact of cross-component
engagement network and supporting TTP.



MC-02 Activities Proposed by NWDC

Joint Fires
o0 Objective: Provide recommendations for acquisition of system enabling
coordination of joint Fires across the CJTF.
0 Action: Evaluate the impact of cross-component engagement network and
supporting TTP.

High Speed Vessd (HSV)

0 Objective: Provide lessons learned for development of future Navy combatants
and support vessals to include littoral support craft, logistics, and vessels.

0 Action: Evauate vessdl speed, size, range, and endurance along with
reconfigurable payload characteristics for assured access missions. Explore use
of HSV for transport, USW, fire support, sensor support, medical support, and
Sea-based C2.



2.0 I nitiative Descriptions

Following are brief overviews of the individua initiatives. They provide an overall description of the
background for each initiative; a statement relating the initiative to the warfighting challenge in
approximately five years, a brief characterization of the initiative itself; and then one or more questions,
which provide the foci for the subsequent analyses.

2.1 Joint Forces M aritime Component Commander (JFM CC) Maritime Planning Process (M PP)

Description: The JFMCC process is a collective interaction among a number of processes that interpret
guidance from the JFC, produce a Joint Maritime Operations Plan (JMOP), define Maritime Support
Requests (MARSUPREQS), prioritize actions in a Maritime Master Attack Plan (MMAP), and assign
actions to individual maritime commanders in a Maritime Tasking Order (MTO).

Relationship to warfighting challenge in 2007: In the 2007 timeframe, there will be multi-functional
maritime platforms with multiple weapons systems, sensors, organic capabilities, highly sophisticated C2
systems, and low manning. Providing access to the littorals will be a requirement for maritime forces,
often ahead of Time Phased Force Deployment and Joint capabilities. A Maritime Tasking Order will be
required to optimize, synchronize, and interrelate forces that are both maritime and joint. The principal
warfighting areas included in thisinitiative, as produced within the context of the experiment scenario
are:

Production of a Maritime Tasking Order through a Maritime Planning Process.
Collaboration with Joint and Principal Warfare Commanders.

Support for, and feedback to, ajointly constructed Effects Tasking Order (ETO).
Tracking and redefinition of MTO events as they are executed.

Definition of requirements for manning, tools, and C2.

I nitiative Definition: The JFMCC process was analyzed to determine the overdl efficiency and
effectivenessin generating an MTO. The analysis was structured to decompose complex processes into
their component sub-processes, and then assess their relative merit and contributions to the commander’s
understanding of the operational situation. Processes that were overly complex or time consuming were to
be identified.

Over ar ching Question: Did the JFMCC Maritime Planning Process add structure, organization,
management, feedback, optimization, and situational awareness to maritime force employment, and did it
support the intent of a jointly developed Effects Tasking Order (ETO)?

2.2 Joint FiresInitiative (JFI)

Description: Thiswas the application of common tools, processes, CONOPS, and architecture to conduct
joint integrated Fires, which deconflicted Fires in space and time, but did not divide the battle space
geographically according to land, sea, and air. NFN is the Nava subset of joint Fires.

Relationship to warfighting challenges (2007): The timely engagement and assessment of TSTs by
Joint forces across components presents the following warfighting challenges:

Establishment of atimely, accurate COP/CROP.
Application of effective cross-component collaborative capabilities.
Timely integration of Joint capabilities against tactical objectives.



Initiative Definition: Design and deliver a Joint Fires C2 network. The primary tool was ADOCS/LAWS
software that was modified to incorporate ajoint TST Mission Manager (i.e. DTL Manager) function that
was used for C2 among component level commands and the Joint Task Force. The Joint Fires Initiative
required that a TST be devel oped and nominated by one component and the mission passed by the
supported Commander, to another component for execution.

Overar ching Questions

Did the proposed (experimental) joint targeting (cross-component) architecture enable timely
engagements of TSTS?

In what ways did a common toolset within the joint architecture improve the ability of the joint
force to conduct effective cross-component TST operations?

The initiative required the design and delivery of ajoint Fires C2 network. The primary system of
this network was ADOCS, modified to incorporate ajoint TST mission manager (i.e. the
Dynamic Target List (DTL) Manager) function that was used for C2 by the component level
commanders and the Joint Task Force. The Joint Fires initiative required that a TST be developed
and nominated by one component, and the mission passed by the supported commander to
another component for execution

2.3 High Speed Vessal (HSV)

Description: The FBE-YMCO02 High Speed Vessdl (HSV) joint initiative was a magjor milestone in the
Joint HSV Project. The HSV project is ajoint, multiyear effort between the Army, Navy, Marine Corps,
and Nava Specia Warfare Command. The project explores the concepts and capabilities associated with
commercially available advanced hull and propulsion technologies integrated with advanced
communications technology. New designs for surface vessels permit significantly increased speeds that
can improve support for Intra-theater logistics and combat service (logistics movements within the
operations areq). Other characteristics possessed by the HSV appear to be particularly well suited to
littoral operations, especially mine warfare, command and control, and possibly support to medical forces.

For MCO2/FBE-J, there were two test-bed HSV's (Joint Venture (HSV-X1), and Sea SLICE) serving as
surrogate platforms in a number of LOEs. HSV-X1 is a semi-planing wave-piercing auminum catamaran
originally built and operated as a commercia high-speed car and passenger ferry. The project leased
HSV-X1, made enough modifications to the vessel to support experimentation and demonstration needs,
and installed an advanced (and experimental) C4l system. The Sea SLICE is a small waterplane twin hull
(SWATH) ship owned and built by Lockheed Martin on behalf of the Office of Naval Research asa
technology demonstrator. While significantly different in size and capabilities, both of these unique
platforms are a departure from traditional Navy monohull ships. FBE-J was a valuable opportunity to
demonstrate the technology of these two vessels.

In addition to the test bed platforms, 5 simulated HSV's (Agile, Aggressive, Exultant, Impervious, and
Hercules) also participated in the experiment. All of these vessels are more fully described in chapter 7.

HSVs participation in FBE-JYMC 02 provided an opportunity to validate previous LOE findingsin an
operational setting. Against the backdrop provided by the experiment scenario, the Project’ s partners put
the vessel and their experimental systems and concepts through their paces. Joint Venture's ability to
support aternative mission configurations was tested as first multiple mine warfare (MIW) functions
were exercised; followed by simultaneous MIW C2 (MIWC) and Naval Special Warfare (NSW)
operations; simultaneous MIW C2, NSW C2, and Marine Corps ship-to-objective-maneuver (STOM)
operations, simultaneous logistics, surveillance, and NSW operations,; and closing MC02 with an Army
validation of its ability to conduct an operationa retrograde of a Stryker Brigade Combat Team (SBCT).
In addition to Joint Venture's participation, FBE-J¥MCO02 provided an opportunity to:
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Conduct mine countermeasures, fires, surface warfare, and NSW experimentation with Sea
SLICE.

Experiment with a simulated force of five HSV's operating as aforce of Littoral Surface
Combatants to explore Fleet concepts of operation (CONOPS).

Test the HSVS ahility to quickly reconfigure in support of different mission aress.

Relationship to Warfighting Challenge in 2007: HSV technology in Joint Venture leverages proven
commercia design to bring an added dimension to modern naval warfare. Commercial shipyards already
manufacture vessels with a number of militarily relevant capabilities including high-speed, long range at
endurance speeds, reasonably good sea keeping ability, shallow draft, and rapid adaptability to multiple,
changing missions. Additionally, the cost and manning requirements of a militarized version of these
vessalsis estimated to be substantialy less than that of a more traditional military ship of comparable size
and capability. To the extent these commercia vessels can be further modified to meet military needs,
they potentially offer significant, near term capabilities.

In 2007 these enhanced capabilities could offer clear advantages to the Joint Force Commander (JFC). An
HSV'sinherent speed and ability to operate from austere ports enhance its operational mobility and
reduces an enemy's ability to maintain situational awareness across extended battlespace. As sensors
improve in numbers and capabilities, the HSV' s ability to deploy manned and unmanned sensors, collect,
process and disseminate information, and host aforward-based commander and his staff will become
increasingly important to gaining and maintaining situational awareness. The HSV'S' increased mobility
and situational awareness create new opportunities to exploit those advantages. Ship design

characteristics in the HSV such as high speed, high payload fraction, minima manning requirement, and
shallow draft lend themselves to sustaining combat forces across the access battlespace. Enable by system
interfaces and a baseline architecture built into an HSV’ s command, control, communications, computers,
and intelligence (C4l) system, the HSV’ s ahility to accept C4l modules extends the JFC’ s ability to push
his command and control forward into the battlespace.

The improvement in capabilities that HSV technology offers has direct applications in Rapid Decisive
Operations (RDO) as they provide the JFC an enhanced ability to accelerate his tempo of operations. Asa
result, HSV technology creates opportunities for developing transformational operational concepts aimed
at bringing military power to bear from long range at responsive speeds.

Initiative Definition: The High Speed Vessel Joint initiative was part of ayearlong series of experiments
that explored the military use and suitability of advanced hull and propulsion technologies integrated with
advanced communications technologies. For FBE-JMCO2 there were two test-bed HSVs (JOINT
VENTURE (HSV-X1), and SEA SLICE). In addition to the test bed platforms, 4 simulated HSV's
(AGILE, AGGRESSIVE, EXULTANT and IMPERVIOUY) dso participated in the experiment. As an
enabling technology, the HSV initiative overlapped other FBE-JMCO2 initiatives, as described below.

Sub-initiatives: The HSV sub-initiatives provided context and interactions between maritime missions
and potential HSV roles. HSV evauations and analyses extended across a number of mission aress, e.g.,
MIW, Nava Specid Warfare (NSW), support to Ship to Maneuver (STOM), and Joint support (e.g.,
IBCT redeployment and logistics ashore). The relationships between hull-type and the capabilities
resulting from this hull form, and design for multi-purpose roles was the central analysis perspective in
FBE-J.

In support of different missions, both the test-bed ships and simulated HSV's were reconfigured and
switched between missions during the experiment. Free-play within the scenario simulation aso resulted
in mission shifts and was an additional source of important data.



Overarching Questions

What additional value added did having a number of high speed, reconfigurable, and multi-
mission platforms provide the JFMCC and JFC in alittoral campaign as part of an access
mission?

What are the appropriate missions best suited to this concept of maritime operations?

In a netted environment with many and varied types of sensors, what are the advantages or
disadvantages of the C2 construct used in this concept?

What conditions and design features must be considered in engineering the capabilities requisite
in meeting the chalengesin a 2007 campaign?

2.4 Naval Fires Network — Experimental (NFN (X))

Description: Thisinitiative was to provide support for fully autonomous platforms that were capable of
performing all aspects of targeting and to simulate future power projection platforms and weapon
systems.

Relationship to warfighting challengesin 2007: In 2007, the timely engagement and assessment of
TSTs by the FMCC will present the following warfighting challenges:

Establishment of atimely, accurate COP/CROP.
Maintenance of effective collaborative capabilities among and within engagement nodes.
Timely integration of capabilities against tactical objectives.

Initiative Definition: The Naval Fires Network (Experimental) initiative in FBE-J/ MC 02 was designed
to implement experimental Navy targeting systems and processes. These support joint targeting and Fires
reguirements across service components, up to CJTF and down to tactical Naval forces, using defined
CONOPS, TTP, systems, architecture, and organization. Navy Fires was to project power ashore through
the integration of long-range surface, sub-surface, and air-delivered fires.

Overar ching Questions

What was the contribution of Naval platform self-targeted engagements to the TST engagement
problem?

What are the operational planning and employment considerations required for the effective
utilization of future power projection platformsin the TST engagement process?

How successful was the defined TST architecture in engaging asymmetric TST targets?
How successful were Naval platforms in responding to multi-mission tasking?

What was the contribution of the Mensuration Manager to the TST process?

What did the introduction of a ground COP contribute to the TST process?

2.5 Inteligence, Surveillance, Reconnaissance M anagement (I SRM)
Description: Thisinitiative was to integrate the management of the JFMCC, ISR planning and execution,

asset management, manning requirements, Unattended Ground Sensors (UGS), and multi-platform
SIGINT tracking, with dynamic ISR management.
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Relationship to warfighting challengesin 2007: In order to reduce the time needed to make critical
decisions, particularly with regard to TCTs, it is vital to improve the efficiency of managing various ISR
systems. It is likewise important to improve the efficiency in the construction and management of the
resultant comprehensive database and COP/CROP in order to make optimal decisionsin minimum time.

I nitiative Definition: The primary objective of this sub-initiative was to provide a representative
construct from which UAV ISR assets (e.g. atiered-UAV architecture) can support the Maritime Planning
Process (MPP), Joint Dynamic ISR Management (JDISRM), Time Sensitive Targeting (TST), and
Assured Access (AA) experiment initiatives. In doing so, the areas of tactical utility, connectivity, and C2
structures (e.g. concept of operations) of atiered UAV ISR&T architecture, as well as the required level
of effective control of UAV assets to allow for dynamic management, could also be explored. For the
experiment, Global Hawk, Joint Operational Test Bed System (JOTBS), and Pioneer UAV's were used to
examine UAV tasking, data processing, exploitation and dissemination afloat.

Overar ching Questions

Can dynamic ISR management be effectively employed to engage high priority targets?

Can unattended ground sensors and unmanned aerial vehicles be effective sources of information
for DISRM?

Are the communications links sufficient for the purpose?

2.6 Mine Warfare (MIW)

Description: The overal objective of the MIW experiment in FBE-J was to examine the application of
network-centric warfare concepts and other emerging technologies as they might apply to mine warfare.

Relationship to warfighting challengesin 2007: In 2007, the littorals will be increasingly important and
challenging for maritime and joint forces to access quickly and safely. New platforms such as High Speed
Vessels (HSVs), and technological advances in sensor capabilities increase the organic MCM capability
and present the MIWC with organizational, resource allocation, information, and C2 challenges, only
partially addressed in FBE-J.

I nitiative Definition: The command and control structure in FBE-J encompassed an experimental
organization, an HSV as a surrogate future Mine Warfare Command and Support Ship (MCS) capable
platform, new command and control equipment,and some new MCM capabilities, which replicate future
MCM capabilities in the 2007-2010 time frame.

Over ar ching Question: How can the efficiency and effectiveness of mine warfare be enhanced through
the use of network-centric operations?

2.7 Anti-Submarine Warfare (ASW)

Description: The anti-submarine warfare (ASW) initiative in FBE Juliet addressed tactical, operational,
and command decision processes within thiswarfare area.

Relationship to warfighting challengesin 2007: Network-centric ASW is the underlying concept for
successin ASW in littoral waters. This concept of multi-level commands and multi-disciplinary forces,
well-connected by common communications, and guided by solid doctrine, planning tools, and
commander’ s guidance will be central to rapid and successful prosecution of submarines in these complex
and dangerous situations.
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Initiative Definition: There were four ASW sub-initiativesin FBE-J:

The submarine locating device initiative investigated the operationa concept of installing
submarine locating devices. This included issues of when, where, and how to achieve the
installation, and what type of capabilities the locating devices should have. The problems of
permissive ROE were considered. Submarine Locating Device signals were utilized in the ASW
picture.

The remote autonomous sensor initiative investigated the ability of remote, autonomous systems
to independently identify submarine contacts and report them in real time or near real time. The
purpose was to determine if remote autonomous sensors could, if necessary, provide the
commander the ability to effectively cover large areas without risking manned assets, yet be able
to attack threat submarines efficiently with the use of air assets.

The experimental common undersea picture initiative provided basic tools for network-centric
ASW. It had three mgjor functions that provided the backbone for this operational concept: force
collaborative planning, shared situational awareness, and common dynamic tactical decision aids.
Using the experimental naval Fires network for ASW Targets sought to determine if
incorporating ASW targets in the experimental Navy Fires network (NFN (X)) in conjunction
with the Land Attack Warfare System (LAWS) could improve the ability to attack ASW targets
successfully as time critical targets.

Over ar ching Question: How can network-centric ASW operations improve detection, classification,
localization, and neutralization of enemy submarines to assure rapid and successful maritime access to,
and operations in, littoral regions of interest?

2.8 Information Operations (10)

Description: The FBE-J Information Operations initiative was designed to provide the full range of 10
capabilities (Offensive, Defensive, and Collaborative) in support of the JFMCC planning process. It
incorporated experimental and emerging organizationa constructs, processes and capabilities to
accommodate simultaneous offensive and defensive operation at the tactical and operationd levels.

Reationship to warfighting challengesin 2007: As the number of sensors, platforms, exploitation sites,
and command and control nodes continue to proliferate with advances in technology, commanders and
analysts require assurance that data, information, and knowledge, are being managed effectively and
efficiently. Likewise, any disruption that we can create in opposition force data flow, which will confuse
or delay decision making by the opponent, provides us with arelative advantage. The role of 10 and the
10 Cdl isto smultaneoudly protect friendly information and information systems while denying,
degrading, disrupting, and destroying the adversary’s system to produce a more favorable information
differential between the two.

Initiative Definition: The following four sub-initiatives comprised the 1O effort and were researched
during FBE-J:

1O enrichment to the JFMCC planning process.

Collaborative 10 planning.

Defensive 10 — Computer Network Defense.

Offensive |O — Tools incorporated to support deliberate and time critical targeting.

Over arching Question: Is 10 sufficiently incorporated into the MPP operations to yield high quality
products, information, guidance, and feedback to support the MTO generation process?



2.9 Coalition Command and Control (Coalition C2)

Description: The operational commander should be able to ensure that coalition partners are assets to
enhance relevant information exchange, and not a liability that could potentially decrease speed of
command. The use of coalition forces can reduce the risk to US forces, and increase nodal sensor (or
weapons) coverage, as long as architecture exists to support their integration.

Relationship to Warfighting Challenge in 2007: Coalition operations, including those of ad hoc
coalitions, have been a fundamental reality in virtually every recent operational engagement of the U.S.
Navy and multi-service forces. Examples include operations Desert Storm, Allied Force, Joint Forge/
Guardian, and Enduring Freedom. Coalition operations will be most effective if they serve as not only a
political instrument of national power, but contribute to the warfighting effectiveness of the combined
forces. Situational awareness that combined Naval operations should be able to leverage might be
compromised by the varying strengths that regional coalition partners bring to a theater of engagement.
Interoperability is a potential source of friction between network-centric warfare and multi-national
operations. There are also potential concerns among allies and coalition partners that the disparity in
technology advancement between partners, particularly network-centric warfare, will inhibit effective
codlition command and control.

Initiative Definition: The initiative addressed the following warfighting challenges:

Multi-nationa interoperability.

Dynamic reconfiguration of networks supporting multi-tasked platforms or those with
disadvantaged or intermittent C4 capabilities.

Reliability of network-centric architectures to exchange relevant information for distributed
planning and decision-making.

Needs for a better mechanism to support secure information sharing to enhance the coordination
of operationa forces while protecting nationa sources and data deemed not releasable.
The extent of future desired operational capability supported.

Information Superiority.

Secure cross-service, -platform, -discipline, -echelon, -coalition and -agency integration
Real-time battlespace awareness.

Comprehensive battlespace awareness to support the full range of military operations.

Overarching Questions

Can a codlition force be effective and dynamic, reconfigurable, and tailored to the threat and
theater?

Can partners join and leave C2 networks with minimum difficulty?

Can national information data and sources be protected while decision-making with a coalition
force is shared?

2.10 Netted Force (NF)

Description: Thisinitiative consists of three sub-initiatives: Knowledge Management Organization
(KMO), Collaborative Information Environment (CIE), and Ground COP. All are designed to improve
the management of, and access to, information within the battle force to permit fast, confident decision-
making.
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Relationship to warfighting challengesin 2007: The proliferation of data from disparate source sensors,
particularly those generating continuous data streams, the potential reduction in platform signatures, and
the concomitant increases in speed and lethality of weapons systems al mandate efficient distribution and
management of information in order for a joint force to make the best decisions in battle.

Initiative Definition

Knowledge Management Organization (KMO) Initiative focused on the Knowledge Information
Officer who answered directly to the JFMCC and coordinated the JFMCC Commander, Chief of
Staff, and Battlewatch Captain to ensure that watch team knew where to find critical information.
Collaborative Information Environment (CIE) Initiative focused on the ability of the CIE to
support rapid decisive operations by giving the commanders the information they need to have
confidence in their decisions.

Ground CORP Initiative- attempted to automate the linkage between traditional COP track
management, engagement tools, target management, and intelligence order-of-battle tools using
the capabilities of the emergent GCCS 4.X architecture.

Overar ching Questions

Does the netted force (NF) support improved planning and execution by improving the
commander's situationa awareness while decreasing information overload?

Does the KMO concept provide for improved bandwidth management in support of combat
operations?

Does the NF improve the understanding and decision making of tactical ground forces?

2.11 Joint Theater Air Missile Defense (JTAMD)

Description: Navy Theater Air and Missile Defense (TAMD) capability was hosted as one of the multi-
functional capabilities onboard select surface combatants.

Relationship to Warfare Challenge in 2007: Navy Theater Air and Missile Defense (TAMD) capability
will be hosted as one of the multi-functional capabilities onboard surface combatants. Navy planners will
require solutions that balance joint (critical asset defense) and maritime (force protection and access)
requirements and effectively, and more optimally, employ limited numbers of shipsin a dynamic
battlespace environment. Doctrine and organizational constructs will have to support the command,
control, and coordination of capabilities smultaneoudy shared by Navy and Joint commanders. Evolving
innovations in technology include improvements to the Area Air Defense Commander (AADC) module
to develop and eva uate aternative courses of action. Evolving weapons technical capabilities include
sea-based mid-course and terminal phase TAMD capabilities, Cooperative Engagement Capabilities
(CEC), and improvements in weapons platforms such as the enhanced E-2 and F/A-18 aircraft.

I nitiative Definition: FBE-J provided the dynamic interactions necessary to further mature joint
TAMD/AAW operations for TACMEMO development. Data were collected with respect to command
relationships and mission planning processes to optimize allocations of multi-misson TAMD capabilities
on surface ships, using the capabilities of an AADC module. System elements were evaluated for joint
employment, providing input to afuture USN AADC module TACMEMO and to mature the initiative for
further refinement and analyses in upcoming LOEs and FBEs. JTAMD sub-initiatives were designed to
define further the internal processes developed within the AADC module to support the JFMCC's
Maritime Planning Process (MPP) and to provide guidance for the interaction of Navy TAMD with
JTAMD.
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Overarching Questions

Can a single commander appointed as both the battle force Air Defense Commander (ADC, aso
AW) and a Regional Air Defense Commander (RADC), supported by the AADC Module
planning capability and process, effectively support the air and missile defense requirements of
both commanders?

Does the capahility to rapidly wargame aternative courses of action with the embedded war
gaming (M&S) capability and to provide graphic displays provide value added to the Joint Force
Maritime Component Commander (JFMCC) and Joint Forces Air Component Commander
(JFACC)?

What emerges as functional relationships between the JTFHQ (production of the Effects Tasking
Order and/or the Defended Asset List), the JFMCC (Maritime Tasking Order), and
JFACC/AADC (Air Tasking Order)?

What emerges as the organizational relationship between the SITFHQ Theater Missile Defense
(TMD) Cdll, JFACC/AADC, Deputy Area Air Defense Commander (32nd AAMDC), Regiond
Air Defense Commanders (RADC), and the maritime Air Defense Commander?

What elements of the experimental organization, TTP and C2 learned from this event are suitable
for inclusion in afuture USN AADC module TACMEMO?

Does the JFMCC Maritime Planning Process mitigate the dilemma posed by competing demands
for multi-purpose surface combatants?

2.12 Sea-based Command and Control (Sea-based C2)

Description: Thisinitiative analyzed the potential for network-centric computing to support the
objectives of a searbased CJTF, and provided insight to the manning structure and functional capability of
the JFHQ.

Relationship to Warfighting Challenge in 2007: The network-centric computing paradigm of the near
future can provide a vastly improved exchange of information, with improved situational awareness and
greatly reduced response times, thus streamlining the execution of battlefield scenarios. Thiswill require
improved data communication capability in terms of bandwidth, reliability, and accessibility. Fleet Battle
Experiment - Juliet (FBE-J) was a platform to demonstrate these increased capabilities and to test the
feasibility of network-centric solutions to naval warfighting situations of the future.

Initiative Definition: Network data were collected to determine the necessity, sufficiency and
effectiveness of the wide-area network connections used in FBE-J. An assessment was made asto the
effectiveness of the COP in supporting sea-based command and control.

Overarching Questions

Document the CJTF staff perceptions of their capabilities as a CITF that is sea-based within the
context of the MCO02 scenario and FBE-JMCO2 architecture.

Are the manning, structure and functiona capability of the JFHQ sufficient for the requirement?
Is the “reachback capability” of the JFHQ (Forward), on-board USS CORONADO, to the JFHQ
(Main) at Suffolk, VA, sufficient to ensure information superiority?
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Section |1: Principal Results
(Principal Results are also contained in the Summary Analysis Report.)

3.0 Principal Results
31 Summary of Findings

The following principal results have been extracted from the Fleet Battle Experiment -Juliet (FBE-J)
Recongtruction and Analysis Report's key observations. They are afraction of the results that were
obtained from the experiment. They are deemed to be the most significant for reasons such as operational
impact, importance of further study, etc.

These results have been determined under conditions that existed during FBE-Juliet. Whether they are
applicable outside those conditions is speculative. Section |1 of this report provides an abbreviated
description of the general context for the experiment. A more complete description can be found in the
Reconstruction and Analysis Report. Section |11 provides a brief description of the context as related to
any experiment, followed by the specific context that is pertinent for each initiative. These two Sections
will alow one to assess the vdidity of these principal results and the conditions for which they apply. It
aso dlows one to plan the conditions under which further experimentation should be carried out.

Each principal result is presented in two formats. The first format is a set of brief summary points
presented asin atable. The second is a brief description of each point on the same page. These formats
can be used for presentations, with the first being projected and the second to verbally describe the
results. Again, full descriptions of these results can be found in the Reconstruction and Analysis Report.

A semantic difficulty has been encountered in presenting these results. The distinction between atime
sengitive target (TST) and atime critical target (TCT) has been lost in current common usage. Their
definitions are:

TST. A target that is to be attacked by a particular time. Such atarget can be on the deliberate
targeting list.

TCT. A target that "appears' and must be attacked within a definite time period. This target will
be on a priority list, but will not be on the deliberate targeting list.

TCTsareaspecia classof TST. It isimportant to differentiate because they are managed differently and
conclusions with respect to the ability to manage them can differ.
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MPP #1 - The Maritime Planning Process | s Viable
All required tasks were executed and required products produced.
o] Full process from ETO ingestion to MTO production executed
o] Three overlapping, 72-hour planning cycles executed simultaneously

The range of planning done in the experiment was limited.

o] Competition for assets between PWCs was largely nonexistent.
o] Execution results were not fed back into the planning cycle.
o] There was no determination of the plans quality.

Process difficulties need to be addressed.

0 Individuas needed to multi-task; there is no process for coordinating tasks with
individual availability.
0 Synchronization was ad-hoc rather than a planned process.

Maritime Planning Process #1

The maritime planning process (MPP) was implemented by a staff structure under the Joint Forces
Maritime Component Commander (JFMCC). Effects tasking orders (ETOs) from the Joint Forces
Commander (JFC) were ingested, and maritime tasking orders (MTOs) were produced and coordinated
with the air tasking order (ATO). Principa warfare commanders (PWCs) participated in the process,
producing maritime support requests (MARSUPREQS) that were a component of MTO production. Three
overlapping planning cycles of 72-hours each were simultaneoudly executed. The process executed all
required tasks and produced required products.

Applicability: The range of planning done in the experiment was limited. The range of situations that the
process can manage is unknown.
Competition for assets between PWCs was largely nonexistent. The process was not stressed.
There was no MTO-ATO feedback cycle for plan adjustment.
There was no determination made of the plans' quality.
Execution results were not fed back into the planning cycle; no process exists to do this.

MPP details and causes. It was observed that the MPP is viable, but also observed was that the process
did not go well. Principal problems and their causes were:

The need to smultaneoudly support three planning cycles with alimited number of
individuals appeared to be a primary cause for process difficulties. Individuals needed to be
multi-tasked, and there was no process for coordinating tasks with individua availability.

A high level of synchronization of tasks was needed, along with the information that supports
the tasks, and the individuals that perform them. Synchronization was ad-hoc rather than a
planned process.

Various inputs to agiven MTO were observed to contain essentialy the same content as
submissions for previous plans, creating the impression of resubmission rather than new plan
development. The cause for this duplication is not known, nor whether it is areal problem.
Possible causes are overloading of multi-tasked individuals and information synchronization
difficulties.

Recommendation
Assume at this time that MPP should be implemented and refer to the following MPP
principal result for pre-implementation requirements.
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MPP #2 - MPP Implementation Study Needed

Little information is available for MPP improvement.

Further progress with MPP requires:

0 Detailed mapping of the planning architecture

Parameterization of planning sub-processes

Mapping of planning decision processes

Mapping of information flows that support planning and decisions
Better personnel assignments to tasks

OO0 oo

Process modeling is required.

o] Deveop a detailed MPP process model

Parameterize the model with data from FBE-J and other experiments
Determine from model simulation runs how to synchronize the process
Determine MPP personnel requirements and multi-task coordination
Determine how to synchronize asynchronous feedback from execution

O O 0O

M aritime Planning Process #2

MPP principa result #1 identifies that the process is viable, that difficulties remain to be resolved, and
overarching problem areas. The experiment revealed process problems but provided little information
about how to resolve them.

M PP implementation context. It is assumed that the MPP will be implemented with staffing thet is
approximately the same asin FBE-J. This means that personnel multi-tasking and synchronization of
tasks, supporting information, and the identification of the individuas performing tasks will be required.

A processis needed to feed back information into al three planning processes on the results of actions
and executions. An effects cell and a process for synchronizing its output with planning cells are
proposed, and definition of this processis required.

Recommendations

Further progress with MPP requires detailed mapping of the planning architecture, parameterization of
planning sub-processes, mapping of planning decision processes and information flows that support the
decisions, and better personnel assignments to tasks. This can only be done by process modeling.
Specificaly:

Develop a detailed MPP process modd. This should be done for both the system tested in
FBE-J and for the more comprehensive system needed for adequate M PP execution.

Parameterize the model with data from FBE-J and JFMCC limited objective experiments
(LOES). Run the model to identify principa process shortfalls.

Determine, from amodel, how to synchronize the process. Model iterations and runs can
identify requirements.

Determine MPP personnel and multi-task coordination requirements from a mode.

Determine how to use an effects cell to synchronize the asynchronous feedback from
execution.

19



HSV #1 - HSV Rapid Reconfiguration For Different MissionsIs Viable

HSV reconfiguration was accomplished for:

o] C2 platform for MIWC and MCM operations

Navy Specia Warfare

Intra-theater lift/movement of a brigade combat team unit
Sensor management platform

Support for helicopters, small boats, USV's, and UUV's

o 00O

Five reconfigurations accomplished, time for each less than one-half day

Further tests for more configurations and operations needed:
o] Reconfiguration profiles, their difficulty levels, resource needs, and times to
accomplish
Fits between reconfiguration profiles and orders of battle
CONOPS and TTP for HSV use and reconfiguration for littoral warfare
Numbers of ships needed to support various operations
Optimal reconfiguration profiles to minimize the required number of ships

OO0 Oo0Oo

High Speed Vessd #1

During the experiment HSV-X1 was reconfigured five times, with time to achieve reconfiguration never
more than one-half day. It was tested as a command and control (C2) platform for Mine Warfare
Command (MIWC) as well as for mine countermeasures (MCM) operations, Navy Specia Warfare
(NSW), intrartheater lift/movement of a brigade combat team unit, and a sensor management platform.
Opportunities arose during the experiment to provide support for helicopters, small boats, unmanned
surface vehicles (USV's), and unmanned underwater vehicles (UUVs).

Applicability: A subset of possible HSV missions was tested during the experiment. The full range of
missions an HSV can support, and the numbers of ships needed to support a particular mission are not yet
known. Reconfiguration works, but will have differing difficulties and times to accomplish, dependent on
specific missions.

An operation may involve more than one HSV. Varying numbers of shipswill be involved in the various
missions within the operation. The number of shipsto be reconfigured, and the schedule, will depend on
how missions and ships use are synchronized. A process will be needed to optimize reconfiguration.

Recommendations
Studies should be undertaken immediately to determine:

Reconfiguration profiles, their levels of difficulty, resource needs, and times to accomplish
Numbers of ships needed to support various operations

Fits between reconfiguration schedules and orders of battle

CONOPS and TTP for HSV use and reconfiguration for littoral warfare

The optimal reconfiguration profiles necessary to minimize the required number of ships.
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HSV #2 - HSV is Ableto Operate as a Simultaneous, M ulti-Mission Platform
HSV-X1 simultaneously conducted MIWC, MCM, and STOM operations.

A subset of possible HSV simultaneous missions was tested. Outstanding questions:
o Efficient single ship multi-mission profiles
0 How more than one ship would support several missions
0 How to coordinate multi-missions within and between HSV's

Undertake studies to determine:
0 Needed simultaneous multi-mission support for various orders of battle
0 Manning required to support single-ship multi-mission capabilities
0 Required information exchange and coordination for multi-ship simultaneous
missions

High Speed Vessa #2

During the experiment HSV-X1 conducted MIWC, MCM, and STOM operations simultaneously, while
also functioning as a forward deployed sensor management/C41 SR platform.

Applicability: A subset of possible HSV simultaneous multi-mission support was tested during the
experiment. Multi-mission support with a small platform works, but the extent to which such support can
be provided is not known.

A single ship can perform two or more missions simultaneoudy. However, it is not known which multi-
mission combinations are most efficient and for which mission conflicts might arise. This needsto be
determined before multi-mission tactics, techniques, and procedures (TTP) can be devel oped.

How the Navy would use more than one ship to support several missions, and coordinate their activities
has not been investigated. A combination of single-mission and multi-mission HSV's could be the
preferred option.

Coordination of the activities of all HSVswill be required. Planning such coordination would be a part of
the MPP, would necessarily involve the HSVs, resulting in a distributed JFMCC. Standard operating
procedures (SOPs) for command and control (C2) of multiple HSV's operating in the littoral, with an HSV
asthe principal C2 ship, must be devel oped.

Recommendations

Studies should be undertaken immediately to determine:
Needed simultaneous multi-mission support for various orders of batitle
Manning required for support of single-ship multi-mission capabilities

Required information exchange and coordination for multi-ship simultaneous missions
TTP for multi-ship, multi-mission command and control.
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HSV #3 - HSV Vulnerabilities Not Under stood
Concern emerged about HSV vulnerabilities, even to small armsfire
No information was obtained during the experiment to address this issue.

A study should be conducted to:
0 Determine likely threats to an HSV operating in the littoral
0 Determine HSV vulnerabilities to these threats
o0 Develop force protection systems and processes against those threats
0 Test and train to these force protection measures.

High Speed Vessa #3

Concern emerged about HSV vulnerabilities, even to small arms fire. No information was obtained during
the experiment to address this issue.

Planned HSV operations are in the littoral. Thiswill put it within range of numerous threats in addition to
those normally faced by Navy ships: shore batteries, small surface and air craft, hand-held launchers,
small arms, etc. Threats can emerge rapidly, with little warning. Protection systems and processes that
alow rapid reaction are needed.

Physical vulnerahilities of these shipsto awide range of fires are not understood.

Recommendation

Conduct a study to:

Determine threats that are likely to be encountered by an HSV operating in the littoral.
Determine the vulnerabilities of the current HSV to these threats.
Suggest the capabilities needed for new HSV designs.

New training procedures will be needed for these force protection measures.



HSV #4 - HSV Sleep Patterns May Interfere With Duty Performance

Sleep quantity and quality were substantially less than sailors working nights during
combat.

Small number of test cases studied, factors neglected were:
o Data compromise due to greater motion of an HSV
o If HSV tasks more or less subject to interference from sleep deprivation
o Effect of low manning and fast pace of HSV operations

Studies are needed to:
o Develop a methodology to account for HSV motion.
0 Perform a comprehensive study of HSV deep patterns.
0 Determineif HSV duties pace is unusual with respect to other Navy operations.
0 Compare HSV dleep patterns with those of personnel performing equivalent.

High Speed Vessel #4

Comparisons of data taken on the HSV with data previously obtained indicate that the quantity and
quality of deep are substantialy less than that of USN recruits during boot camp and sailors working
nights during combat. Current human factors research indicates such sleep patterns lead to greatly
increased risk of mishaps due to lapsesin attention and fatigue.

Applicability: These results are preliminary, from a small number of test cases. Factors such as data
compromise due to the greater motion of an HSV have not been taken into account.

It is not known if tasks aboard the HSV are more or less subject to interference from sleep deprivation.
Because of low manning and the fast pace of HSV operations, this may be a more critical factor than on
other ships.

There has as yet, been no comparison of individual HSV tasks with equivalent tasks on other ships. Such
studies should determine if there are substantial differences in the expectations of how tasks are to be
performed, as well as a determination of deep patterns.

Causes: It is possible that ship motion and pace of operations could be contributing factors to sleep
deprivation. Causes are not understood, and their determination must wait until further data are obtained
to determine if deep deprivation isarea effect.

Recommendations

Develop a methodology to determine deep patterns in the presence of HSV moation.
Perform a comprehensive study of HSV deep patterns.

Determine if the pace of HSV duties is unusual with respect to other Navy operations.
Compare HSV deep patterns with those of personnel performing equivalent Navy tasks.
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COP #1 - GCCSM Information Inconsistencies Exist
GCCSM versions 3.X and 4.X show inconsistent track information.
GCCS-M displays on different platforms sometimes showed different information.
Causes for inconsistencies and the impact of this observation are not known.
o Réiability of the COP can be questioned.
0 Magnitudes of differences are not known.

0 Potentia impact on operational decision-making is not known.

An immediate study should be undertaken to determine causes and fix the problem.

Common Operational Picture#l

During the experiment, track information was displayed on both 3.X and 4.X versions of the Global
Command and Control System-Maritime (GCCS-M) and on different platforms. There were instances of
information not being the same on the two versions and between platforms with 3.X. The extent and
magnitude of inconsistencies are not known.

Causes. The causes of the inconsistencies are not known.

Impact: This observation causes the reliability of the common operationa picture (COP) to be questioned.
However, the significance of this difference is not known, either in terms of the magnitude or potential
impact on operational decision-making.

It is believed that thisis atechnical problem that may have an easy fix. Thus, determination of the impact
of the observed differences on operations is not deemed an efficient use of resources. Effort should be
expended on finding the cause and solution to the problem.

Recommendation

Determine the reason(s) for the differences and fix the problem.
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ASW #1 - CUP Tools Provide Needed ASW Support
Provided shared understanding of environment and support for collaborative planning

Advantages and limitations of the tools were:

Improved planning of optimal search patterns and execution monitoring
No information obtained on use in conjunction with or part of COP
Connectivity with submarines is a significant limitation

Chat monitoring required ailmost a full-time person

TTP required for efficiency and to control information quality

O OO0 O0Oo

Studies should be undertaken to:
0 Develop aconsistent set of TTP, tools, manpower needs, and training.
0 Determine bandwidth and connectivity requirements for all platforms.
0 Determine any needed CONOPS changes for CUP implementation.
0 Determine total system loading for CUP used in conjunction with other
information systems.

Anti-Submarine Warfare#1

Common tools, networked to common data sources, provided needed support for distributed,
collaborative planning. Shared understanding of the undersea environment was produced. Production and
use of an ASW Common Undersea Picture (CUP) is viable and will enhance ASW capabilities.

Applicability: No information was obtained on use of the CUP in conjunction with, or as part of other
COP systems, such as GCCS. Possible competitions for bandwidth and personnel attention have not been
evaluated.

Advantages and limitations of the tools were;

The CUP enabled collaborative planning of optimal search patterns and monitoring of execution.
Connectivity between submarines and the force is a significant limitation. Bandwidth and
connectivity must both be considered for a solution.

Chat was one of the primary collaboration tools and used extensively. Efficient collaboration by
this means appears to require amost full-time monitoring, which is probably unacceptable and
indicates some type of scheduling is needed.

There are no rules for who may provide information or for controls on information content.
Support tools use-discipline is required for efficiency and to control information quality.

Recommendations

Develop a consistent set of TTP, tools, manpower needs, and training for a CUP.

Determine bandwidth and connectivity requirements for all platforms participating in ASW.
Determine any changes needed in CONOPS for CUP implementation.

Determine total system loading for CUP used in conjunction with other information systems.
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ASW #2 - Remote Unmanned Sensors Improve ASW Oper ations

Sensors utilized:
0 Bottom-moored acoustic arrays
o Unmanned surface vehicles (USVs)
0 Submarine-locating devices (SLD)

Advantages and limitations:
0 Pre-hostility SLD reports enabled optimization of Blue-force assets.
0 ADS success requires advanced identification of critical locations and choke
points.
0 USV sensors did not function as designed.
0 Seaworthiness of USV's and included sensors is a problem.

Improved use of these sensors requires.
0 Develop USV and sensor seaworthiness and maintainability requirements.
o0 Development of TTP for the coordinated use of various sensors.

Anti-Submarine Warfare#2

Bottom-moored acoustic arrays, unmanned surface vehicles, and submarine-locating devices (SLD)
provided valuable information for localization and attack prosecution.

Advantages and limitations of the tools were:

Periodic reports from SLD during pre-hostilities provided sufficient information to allow Blue-
force assets to be assigned to search exclusively for unreported submarines.

It would be desirable to be able to prompt SLD reports rather than operate on a pre-determined
schedule.

A portion of the success of an Advance Deployable System (ADS) field was due to identifying
critical locations and choke points for installation of a sensor field ahead of time and
concentrating installation there.

The ability to coordinate USVswith air ASW platforms was demonstrated, however sensors did
not function as designed.

Seaworthiness of USV's and the included sensorsis a problem.

Recommendations

Develop a set of seaworthiness and maintainability requirements for USV's and their sensors.
Develop TTP for the coordinated use of various remote, unmanned sensors.
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ASW #3 - NFN (X) Use For ASW Had Limited Success
LAWS and GCCS-M were used for ASW engagements.
Non-NTDS platforms realized the most benefit from the system.

Greater utility would be realized from incorporation into existing submarine weapons
control systems and/or surface ASW tactical data systems.

LAWS occasional latency of several minutes is unacceptable for this application.
Before further testing of NFN (X) for ASW:

o0 Develop plans for fusion with existing ASW information.
o0 Deveop combined information displays.

Anti-Submarine Warfare #3

The use of the NFN (X) systems, especialy LAWS and GCCS-M, for ASW engagements was
investigated. Opinions about the usefulness of these systems are mixed.

System usefulness context: There was a pattern to perceptions about the usefulness of these systems.
Personnel on platforms that do not use the Naval Tactica Data System (NTDS) and other tactica data
links viewed the system as providing added value.

Applicability: The usefulness of this approach is not known for situations where there are smultaneous,
intensive operations, such asair and ASW. Ultimately, tests will have to be undertaken under expected
battle rhythm and conditions.

System limitations

The systems would have greater utility if incorporated into existing submarine weapons control
systems and/or surface ASW tactica data systems. Dealing with an additiona and separate
system is difficult.

LAWS' occasionad latency of severa minutes makes it unacceptable for this application.

Recommendations
Before another round of testing NFN (X) for ASW applications, it is necessary to develop viable
plans for fusing this information with existing ASW information.

A study is needed, followed by system development, for how the combined information will be
coherently displayed.
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JFI #1 - ADOCS Provides Improved Fires Situational Awar eness
ADOCS use demonstrated for TST management and to track engagement progress
Deconfliction of Fires and fratricide avoidance were improved.

GCCS-M / simulation interface issues prevented a full test of ADOCS use.
0 Cannot evaluate across-the-board improvement to Fires SA.
o Cannot differentiate situations for which this system does/does not improve SA.

DTL display and IWS chat were used in lieu of ADOCS graphical displays.

It is necessary to:
0 Conduct tests of ADOCS use for situational awareness across a broad TST
spectrum of users and situation.
0 Provide more individual and unit training to maximize ADOCS contributions.
o Determine if modifications to graphical displays are needed.

Joint FiresInitiative #1

The JTF and components were able to manage TSTs and track progress across the full engagement cycle
using ADOCS. The system provided an understanding of the overal joint TST operation and improved
confidence in Fires decision-making. Using the system to visualize the operation aided in deconfliction of
fires and the avoidance of fratricide.

Applicability: There were situations in the experiment where interface issues between GCCS-M and the
smulation prevented a full test of ADOCS use for situational awareness. As aresult, it is not possible to
use the results of this experiment to state an across-the-board improvement or to differentiate those
situations for which this system does or does not improve situational awareness.

Graphical displays were not used as the primary means for situational awareness. For example, in the
Maritime Operations Center decisions were being made primarily from the DTL display and IWS chat. It
is not known if thisis because of a deficiency in the displays, greater familiarity with chat, some affinity
for chat’s use, training insufficiencies, etc. This uncertainty indicates the need to learn more about this use
of ADOCS.

Recommendations
Conduct tests of ADOCS use for situational awareness across a broad TST spectrum.

Provide more individual and unit training in order to maximize the contributions of ADOCS.
Determine if modifications to graphical displays are needed.

28



JFI #2 - DTL Manager Provides Cross-Component Fires Coordination,
TTP Problems Exist

DTL Manager was a successful cross-component coordination tool evidenced by:
o0 Number of targets engaged
o Components contributed to a usually complete and consistent display

Departures from established TTP occurred:
0 Targets were passed from nominators with no indication of inability to engage.
0 MSN block was changed from white to yellow, an undefined action.
0 These departures can interfere with coordination.

It is necessary to:
0 Provide better ADOCS TTP training for operators.
o0 Determineif current TTP are adequate for all TST situations.

Joint FiresInitiative #2

The DTL manager was a successful cross-component coordination tool. Evidence is the number of targets
engaged and the degree to which all components contributed to a usually complete and consistent DTL
manager display. However, departures from established TTP, which can interfere with coordination, were
observed.

TTP departure examples:

Targets were passed from nominators who had not indicated an inability to engage.
The MSN block was, at times, changed from white to yellow, an undefined action.

Recommendations

Provide better ADOCS TTP training for operators.
Determineif current TTP are adequate for al TST situations.
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JFI #3 - 33 Minute Median Interval For ADOCCS Target Prosecution

Interval is the median elapsed time from receipt of atarget nomination in ADOCS until

weapon firing.
The elapsed time includes the median time delays for the following processes:
0 Nomination receipt to mission passed 15min
0 Mission passed to coordination block green 1 min
0 Block green to execution intent 2min
0 Execution intent to weapon fire 15 min

Interval may not include mensuration.
o Nominating component was responsible for mensuration, and may have done this
before target nomination was received in ADOCS.

Joint Fires|Initiative #3

This is the time elapsed from receipt of atarget nomination in ADOCS until weapon firing.

This interva does not necessarily include target mensuration time. The nominating component was
responsible for mensuration and may have done this before the target nomination was received in
ADOCS.

Recommendation: None



NFEN (X) #1 - Fully Autonomous NFN (X) Engagements Not Possible

Autonomous TST engagements were not possible because:
0 The JFMCC MOC maintained TST approval.
0 MOC maintained TST platform assignment control.
0 TST system architecture required all mensuration requests to pass through a
single DTM S workstation.

TST CONOPS and system architecture must permit autonomous engagements.
o Asafal back position in the face of a centralized system or communications

failures
o To improve chances of successfully engaging short dwell time TSTs.

Recommend configuring the system so that the target nominator and LAWS can send:
o0 Target nominations
0 Associated imagery
0 Mensuration requests directly to the mensuration workstation

Naval Fires Networ k-Experimental #1

The TST CONOPS and system architecture must permit autonomous engagements both as afall back
position in the face of a centralized system or communications failures and to improve the chances of
successfully engaging short dwell time TSTs.

Causes. Autonomous TST engagements were not possible because the JFMCC MOC maintained
approva and platform assignment control of TSTs and because of the TST system architecture, which
required al mensuration requests to pass through a single DTM S workstation. Both system and process
changes are required to enable autonomous engagement with NFN (X).

Recommendation
Configure the NFN (X) system so that target nominations, with associated imagery, and

mensuration requests can be sent directly from the target nominator and LAWS, respectively, to
the mensuration workstation.
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NFN (X) #2 — Diminished LAWS Utility As TST Management Tool

LAWS Manager was populated with additional, non-TST targets in this experiment,
reducing attention to TSTs:
0 Ship-self-defense
Mine
Submarine
Test targets
ATO and cal for fire missions

O OO0 O

Some TST targets were passed to other components and their actions and resultant
engagements were not reported in LAWS.

System and TTP recommendations:
0 Redtrict the Fires Manager to TSTs
0 Create LAWS Managers for other classes of targets
0 Automatic status change updates in the LAWS Fires Manager
o Establish procedures for target accountability.

Naval Fires Networ k-Experimental #2

One of the principal uses of LAWS s as a Fires manager for TSTs. Past experiments have concentrated
on this use. This use was expanded in FBE-J. The result was diminished utility for TST management.

Situation: In this experiment, the manager was aso populated with ship-self-defense, mine, submarine,
test targets, and air tasking order (ATO) and call-for-fire missions.

Some TST targets were passed to other components, and their actions and resultant engagements were not
reported in LAWS.

Causes: Several causes for this result are possible:

Lack of personnel for the additiona workload
Display confusion with the additional objects
Lack of training for the expanded usage

Which, or what combination, of these effectsis causal is not known. Rather than undertake to determine
causes, the recommendation at thistime is to correct the immediate problem.

Recommendations

Restrict the Fires manager to TSTs and create LAWS managers for other classes of targets.
When TSTs are passed to other components for execution, and the ADOCS DTL is updated to
reflect engagement actions, have these status changes automatically update the LAWS Fires
manager.

Establish procedures for target accountability. The action or request originator must be
responsible for ensuring his action or request was received at the target workstation. Thisis
ideally done automatically.
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NFEN (X) #3 - Geo-Refinement TTP Development Needed

The geo-refinement process must be a function of target type:
0 Mensurate short dwell-time targets immediately, prior to weapon-target pairing.
o For longer dwell time targets, request mensuration after weapon-target pairing.
Current process difficulties:
0 TST target nominations were almost always received without any indication of
the accuracy of the reported target |ocation.
0 Geo-refinement validation increased the median processing time from 10 to 29
minutes.
0 Thetarget location accuracy provided was unrelated to the requested accuracy.
o0 All requests to pass through the DTMS, a single point of failure.
TTP are needed that address directly these processing difficulties.

Naval Fires Networ k-Experimental #3

For short dwell-time targets, time is of the essence and targets must be mensurated immediately, prior to
weapon-target pairing. A risk in this approach is that target mensuration will not be required and the
mensuration effort will be wasted. For longer dwell time targets, mensuration should not be requested
until after weapon-target pairing so as to determine whether target geo-refinement is required.

Factors contributing to process difficulties:

TST target nominations were almost always received without any indication of the accuracy of
the reported target location.

FBE-Jintroduced a workstation (DTMS) into the geo-refinement process and a geo-refinement
validation process that necessitated message exchange between LAWS and DTMS. As aresult, it
required a median of 29 minutes between a LAWS request for mensuration and receipt of the
mensuration result, compared to a median of less than 10 minutes to obtain the geo-refined target
position at the geo-refinement workstation. Data show that the validation process made no
contribution to the geo-refinement process, since the provided target location accuracy was
unrelated to the requested accuracy.

Architecture required al requests to pass through the DTMS, making it a single point of failure.

Recommendations

Geo-refinement TTP should depend on the dwell time of the TST.

For high priority, short dwell time targets (TCT), mensuration of the target should begin
immediately, even if the geo-refinement might ultimately prove unnecessary by virtue of the
weapon-target pairing decision.

For non-TCTs, the origina target nomination needs to contain an estimate of the accuracy of the
reported target location. Without this, a reasoned determination of the need for further geo-
refinement subsequent to weapon-target pairing cannot be made.

To permit an informed decision on the requirement for a geo-refined target position, target
nominations should be required to contain an estimate of the accuracy of the reported target
position.

Eliminate the validation procedure.

Reconfigure so that LAWS can send geo-refinement requests directly to a mensuration
workstation.




NEN (X) #4 - Median Time, TST nomination To Weapon Release= 60 min

Represents the median time from receipt of GISRC nomination in LAWS to weapon
release.

Median times of included processes are:
0 Generate geo-refinement regquest 6 min

0 Geo-refinement production 29 min
0 Weapon-Target pairing 5min
0 Ready to fire decision 6 min
o Approva to fire 4min
o Timeto fire 10 min

TST timelines include a JFMCC decision/evaluation interval.

Naval Fires Networ k-Experimental #4

Thisis the elapsed time from receipt of a GISRC nomination in LAWS to weapon release.

Causes
The geo-refinement interval (29 min) was lengthened compared to previous experiments due to
the validation process.
Autonomous TST engagements were not permitted; therefore al TST timelines include a JFMCC
decision/evaluation interval.

Recommendation: None



ISR #1 - I SR Management | mproved; Shortfalls Remain
The ISR Ops Cell in the MOC was effective in dynamic retasking of ISR assets.

Deficiencies:
0 No established process to assess sensor re-tasking effects.
o No confirmation of ISR coverage of the area of operations.

To provide dedicated cradle-to-grave TST ISR management, studies are need to:
0 Determine required manning levels.
0 Develop agraphic display system to illustrate synchronized ISR planning.
o Develop TTP emphasis on re-tasking and dynamic planning.

Intelligence, Surveillance, and Reconnaissance M anagement #1
The ISR operations cell in the MOC was effective in dynamic re-tasking of ISR assets.
There was not an established process to assess the effects on the deliberate ISR plan when sensors were

re-tasked to support TST operations. There was no confirmation that there was “seamless’ ISR coverage
of the area of operations.

Causes. Apparently tools, TTP, and sufficient personnel are lacking to enable full-spectrum ISR
operations. Considerable investigation is needed to understand requirements.

Recommendations
Determine manning levels required to provide dedicated cradle-to-grave TST ISR management.

Develop a graphic display system to illustrate synchronized 1SR planning.
Develop TTP for ISR management with emphasis on re-tasking and dynamic planning.



ISR #2 - TES-N Can Be An Effective ISR Tool; Further Development Needed
TES-N excelled at display of near-real-time location of Red assets.

Limitations:
0 TESN/NFN lacks effective means for integration with other systems.

0 Lack of direct downlink operations limited NFN system TST capability.
0 NFN needs faster, more reliable communications to deal effectively with TSTs.

0 Therewasno TTP for sharing GCCS-M and TES-N information.

Studies should be undertaken to:
0 Develop ameans for providing appropriate, near real-time TES-N information to
the fires cell.
0 Develop ameans for displaying TES-N information in GCCS-M.
o0 Deveop TTP for use of TES-N information in the TST process.

Intelligence, Survelllance, and Reconnai ssance M anagement #2

TES-N excelled at display of near-real-time location of Red assets for decision makers. The system can
be effective but severd issues need to be resolved.

Technical improvements are needed in the following:

TES-N/NFN lacks effective means for integration with other systems.

Lack of direct downlink operations limited NFN system’s TST capability.

NFN systems need faster, more reliable communications to deal effectively with TSTs.
There was no established operationa context for when or how to share GCCS-M and TES-N
information.

Recommendations

Develop ameans for providing appropriate, near real-time, TES-N information to the Fires cell.
Develop a means for displaying TES-N information in GCCS-M.
Develop TTP for use of TES-N information in the TST process.
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ISR #3 - Time Critical Targets Do Not Appear In The COP

Most Time Critical Targets in FBE-J were detected or confirmed using:

0 Imagery from satellite
0 Air reconnaissance operations
o0 Unmanned air reconnaissance operations

Target nomination process currently excludes sending TCT tracks to GCCS-M.
o Appliesonly to tracks resulting from imagery

Tracks sent to C2PC from DTMS are also not forwarded to GCCS-M 3.X.

DTMS has current requirement to send tracks from imagery to the COP.
o Interface will not be fully implemented until DTMS version 4 (companion with
GCCSM 4.X).

Intelligence, Surveillance, and Reconnaissance M anagement #3

Most time critical targets in FBE-J were detected or confirmed using imagery from satellite, air, or
unmanned air reconnaissance operations. The process for nominating these targets for strike currently
excludes sending such TCT tracksto GCCS-M.

Applicability: This result applies only to tracks resulting from imagery. DTMS has the requirement to
send tracks from imagery to the COP. This interface will not be fully implemented until DTMS version 4

(companion with GCCSM 4.X) is released. Tracks sent to C2PC from DTMS are aso not forwarded to
GCCSM 3.X.

Recommendation

Continue with implementation of requirement aready in place.
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ISR #4 - MIUGS Terminal Was Able To Send Track Data To GCCSM;
Reported Results I nconsistent

MIUGS inputs can be functionally used to identify TCTs to augment the COP.

Data sent by MIUGS was not reliable for precision strike.
0 MIUGS sent the wrong coordinates; tracks did not match actual target |ocation.

There were large inconsistencies in reported MIUGS performance:
0 Reports that everything worked perfectly
0 Reports of substantial tracking errors
0 Reportsof errorsin passing of datafrom one system to another

A review of MIUGS results is needed to determine actual versus supposed performance.

Intelligence, Surveillance, and Reconnaissance M anagement #4

The Micro-Internetted Unmanned Ground System (MIUGS) provides information to augment the COP.
GISR-C was requested by MIUGS to nominate a MIUGS target from GCCS-M to LAWS. The exercise
demonstrated that MIUGS inputs could be functionally used for TCS.

Limitations

MIUGS sent the wrong coordinates to the system. Tracks sent to the system did not match the
actual target location. Data sent by MIUGS could not be relied on for precision strike.

There were large inconsi stencies between reported MIUGS performance, ranging from
everything worked perfectly to there being substantial errors in tracking and the passing of data
from one system to another.

Recommendation

A review of MIUGS results is needed to determine actual versus supposed performance.




MIW #1 - Engagement Of Mine TargetsIn LAWS Possible;
Process Development Needed

Feeding mine contacts into LAWS and engagement through that system is workable:
0 Procedures need to be simplified.
0 TTP needed.

Treat mine nominations as another target within LAWS:
0 Mine nomination weapon-target paired
0 Engagement conducted within mine nomination entry in LAWS Fires manager.

Test of the concept is needed using a combination of live mine and other targets.

MineWarfare#l

The concept of feeding mine contacts into LAWS and engaging them through that system appears
workable. Procedures need to be simplified and codified. Mine nominations should be treated like other
target nominations within LAWS, i.e., mine nomination weapon-target paired and the engagement
conducted within the mine nomination entry in the LAWS Fires manager. This recommendation conflicts
to some degree with NFN (X) #2, where a separate manager for non-Fires targets was recommended.

Applicability: The engagement problems were exacerbated and, to a degree caused, by problems with the
FASM methodology and simulation. Thus, definitive results on this application are not yet available.

Recommendations

Develop a methodology that handles mines the same as other targets within LAWS.
Test the concept with a combination of live mine and other targets.
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MIW #2—HSV Appearsto be Excellent Platform for Supporting MIW

Advantages include:

0 High speed

o Shalow draft

0 Large cargo volume to provide future hotel services for support of RAVs and
mission and maintenance crews

Disadvantages and risks include:

o Potentia vulnerability of the HSV to hostile fire

0 Lossof one HSV with large number of RAV's (est. 25 to 30) could risk entire
MIW mission success and/or timeline if additional resources are not readily
available

o MIW may have to compete with other missions for the use of the HSV

Studies are needed to mature the CONOPS for HSV support of MIW

o0 Determine the appropriate number and distribution of MIW assets on HSV's

0 Assessrequirement for redundant back-up operational databases and MIWC SA
in case of losses

o Estimate likelihood that competition for HSV resources will impact on MIW
MisSsion success

Mine Warfare (MIW) #2

The HSV appears to be an excellent platform for supporting the MIWC and MCM.

Advantages include:
High speed to area of operations and while conducting various MIW missions
Shallow draft will alow operations in relatively shallow water
Large cargo volume can provide ample workspace and support areas for supporting future
RAV's and their operational mission and maintenance crews

Di sadvantages and risksinclude:
Potentia vulnerability of the HSV to hogtile fire due to its aluminum composition and small
crew
Loss of one HSV with large number of RAV's (est. 25 to 30) could risk the entire MIW
mission success and/or timeline if additional resources are not readily available
Under the concept of rapid reconfiguration for HSV's, MIW may be competing with other
missions for the use of the HSV

Recommendations

Undertake studies to mature the CONOPS for HSV support of MIW, including
Determine the appropriate number and overal distribution of MIW assets on HSVs
Assess the requirement for redundant back-up operational databases and MIWC SA in case of
loss
Likelihood that competition for HSV resources will impact on MIW mission success



MIW #3 - JFMCC is Challenged in M anagement of MIW

MIW missions are longer than typical JFMCC M SR missions and may not be
suitably managed within the overall JFMCC process at present. .

The ATO tasking vehicles are not optimal for MIW missions

Direct tasking of platformsin MIW is preferable to the indirect tasking associated
with MSRs

Present reduction of data and the development of tasking is unnecessarily manpower
intensive

Studies are needed to:

o Develop a more workable interaction dynamic between JFMCC and MIW

o Evauate the impact of lengthy MIW missions on shared resources and vice versa

o Evauate the potential for manpower reductions with automation of data
reduction and tasking in MIW

Mine Warfare (MIW) #3

JFMCC management of MIW is a challenge that presently strains playerson al sides. There are severa
reasons for this:
- MIW missions are longer than typical JFMCC missions and may not be suitably managed
within the overal JFMCC process at present. Thisis aresource alocation issue, as the
JFMCC daff may reallocate HSV's and other resources after the expiration of the 24-hour
MTO/ATO, but MIW missions initiated during the valid period may still be on-going, due to
the length of some MIW missions.
The ATO tasking vehicles are not optimal for MIW missions
Direct tasking of platformsin MIW is preferable to the indirect tasking associated with MSRs
Present reduction of data and the development of tasking is unnecessarily manpower
intensive

Recommendations

Conduct studies to
- Develop amore workable interaction dynamic between JFMCC and MIW
Evaluate the impact of lengthy MIW missions on shared resources
Evduate the potential for manpower reductions achievable with automation of data reduction
and tasking in MIW
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MIW #4 --- RAVsarethe Futurein MIW

Remote Autonomous Vehicles (RAVs) offer advantages in speed, effectiveness, and
covertness. HSVswill be able to host 25 to 30 systems per HSV

Potential issues
o Datashould be retrieved in or near rea-time
0 More complicated management and control
0 Present inability to operate in kelp requires additional engineering
0 Launching and retrieval should be done at high speeds

Studies are needed to:
0 Assess methods to optimize the receipt and management of data
o Develop reliable ways to control multiple systems operating concurrently
0 Re-engineer systems to reduce or eliminate their present vulnerability to kelp
0 Investigate aternative approaches to launching and retrieving RAVs at high
Speed

Mine Warfare (MIW) #4

Remote Autonomous Vehicles (RAVs) offer tremendous potential for rapid, effective, and covert MIW
operations to ensure assured access to hogtile territory. Future HSV's could host 25 to 30 of these RAVs
per HSV. The management of a multiplicity of these systems, possibly among several HSVs will be far
more complex than anything experienced to date in MIW or demonstrated in FBE-J. There was no
stressing of the RAV systemsin FBE-J, so no assessment can be made of problems or issues that will
arise when one HSV attempts to manage, control, and exploit a number of these systems.

Potential issues include:
- Data should be retrievable in or near real-time so as not to delay follow-on planning actions
More complicated management and control can be expected
The present inability to operate in kelp requires additional engineering to RAVsto reduce
potentia risks and mission impairment
Launching and retrieval of RAV's should be accomplished at reasonably high speeds

Recommendations
- Assess methods to optimize the receipt and management of data
Develop reliable ways to control and minimize potential interference of multiple systems
operating concurrently
Re-engineer systems to reduce or eliminate their present vulnerability to kelp
Investigate alternative approaches to launching and retrieving RAV's at high speed
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10 #1 - Hardened Client Defeated Red-Team Attack.

Hardened client successfully deflected direct Red team attack using:
0 Layer 1, email wrappers blocked behavior contained in e-mail attachment
macros.
o Layer 2, ADF prevented outbound FTP as well as outbound root shell jump point.

ADF was an effective defensive technology scalable to full operational deployment,
however:
0 ADF equipped machines easily detected using basic scans.
o Partial ADF coverage permits quick identification of unequipped computers and
an attack from that point.

Configuration management issues associated with all machines containing ADF cards:
0 Scalability; ability to manage 1000+ systems
0 Legacy and custom software applications complications
o Corrédation of audits across policy servers for incident handling

A policy for ADF equipage as a function of network and machine is needed.

Information Oper ations#1

A Hardened Client successfully deflected direct Red team attacks through operating system (OS)
wrappers and autonomic distributed firewall (ADF) configuration. The Red team was not successful in
achieving the goal of disrupting time critical targeting during attack periods.

Defense systems

First layer: safe e-mail wrappers blocked harmful behavior contained in e-mail attachment macros
sent by Red team participants.

Second layer: ADF prevented outbound file transfer protocol (FTP) as well as outbound root shell
jump point. ADF demonstrated an effective defensive technology that can be scaled to full
operational deployment.

Limitations

ADF equipped machines were easily detected using basic scans. A network with only partia
ADF coverage would permit quick identification of unequipped computers and an attack from
that point.

Configuration management issues associated with incorporating ADF cardsin al network
machines include; scalability, the ability of one person to manage 1000+ systems, legacy and
custom software applications complications, and the correlation of audits across policy servers
that would make incident handling difficult.

Recommendation

Develop apolicy for ADF equipage as a function of network and machine.
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1O #2 - E-Strike Munitions Extensively Used.
Kinetic and non-kinetic 10 Fires were integrated into TST operations.

Control of 10 weapons by the operational commander is critical for synchronizing kinetic
and non-kinetic warfare.

E-strike weapons not being in TBMCS had a negative impact on weapon use planning.

I nformation Oper ations #2

Operational commanders required the capability to launch theater-level, information attacks when
appropriate. The offensive information operations experiment conducted during FBE-J centered on
utilizing E-Strike munitions in support of time critical strike scenarios. As FBE-J progressed, kinetic and
non-kinetic 1O Fires were integrated into TST operations.

Comments

Placing control of information operation weapons with the operational commander is critical for
synchronizing kinetic and non-kinetic warfare.

E-strike weapons were not loaded in TBMCS. This had a negative impact on weapon use in the
Strike Warfare Commander (STWC) planning effort (30-50 percent of planned missions came
from ATOs).

Recommendations

Operational commanders should control 10 weapons systems.
TBMCS should contain E-strike weapons.




NF/KM #1 - KMO Achieved Technical But Not Organizational Objectives

Knowledge management operations were a technical success:
0 Decision support information was timely and accurate
0 Reduced uncertainty
0 Increased situational awareness
0 Shortened decision cycles.
Organizational/process inadequacies.
0 Lack of high-level gleaning of information
o Information not processed into knowledge needed, at the right time and place, by
critical decision makers.

Indiscriminate distribution threatens information overload.
o Shift focus to providing relevant information, correlated to task.

Required development:
o Shift of focus from technical to process solutions.
o Determine required information content as a function of task and situation.
0 System that filters information into relevant blocks with targeted dissemination.

Netted Force/ Knowledge M anagement #1

Decision support information was timely and accurate. The knowledge management organization (KMO)
is effective in reducing uncertainty, increasing situational awareness, decreasing information overload,
and shortening decision cycles. An effective technical process was responsible for information reaching
critical decision-makers. There was not an active and high-level gleaning of information and processing
of that information into knowledge needed, at the right time and place, by critical decision makers.

Implications: There exists the possibility of producing accurate information, disseminating it widely, and
insuring al recipients receive the same information, but having the result be information overload
because there is not a focus on providing relevant information to those performing specific tasks.

Information relevancy, and KM O processes to identify and manage information and then keep that
information relevant to critical decision-makers, would require different organizational and information
processes than those present in the experiment.

Causes. There is a continuing tendency to focus on technical solutions to information dissemination at the
expense of process. The contribution of KMO to information management was secondary to technical
aspects of information communications, and its use did not achieve high-level or strategic objectives
envisioned.

Recommendations

Determine required information content as a function of task and situation.
Develop a system that filters information into relevant blocks, with attendant targeted
dissemination.



NF/KM #2 - KM O Stressed Communication, Computing, Display Resour ces

KMO stressed available resources. TTP are needed to optimize:
0 Bandwidth allocation
0 Server utilization
0 Application utilization
o Communication utilization

Studies are needed to:
0 Determine expected utilization of KMO systems as a function of operational
Situation.

o0 Determine KMO resources required for maximum load.
0 Develop a services prioritization scheme for KMO utilization.

Netted Force/ Knowledge M anagement #2

The need for the KMO functionality was demonstrated. However, KMO put a significant load on
available bandwidth that was not taken into account when making operationa bandwidth allocation
decisions.

Utilization of the servers, applications, and communication processes within the infrastructure was not
optimized. More effective and detailed TTP in this area are required if the potential benefits from KMO
are to be realized.

Recommendations

Determine expected utilization of KMO systems as a function of operational Situation.
Develop a services prioritization scheme for KMO utilization.
Determine KMO resources required for maximum load.



CIE #1 - Collabor ative I nformation Environment Technical Objectives Achieved

SPPS integrated critical systems through a portal and application framework.
0 Planning and execution timelines reduced
0 More efficient integration of information and communications
o0 Enabled flattened organizational hierarchies and decision-making

JFMCC components integration accomplished
0 Standardized applications within the portal framework
o0 Information present within a browser-based application
o Vishility in and across cells from any network access point

Needed devel opments:

Workflow automation applications

Compatibility of information and communication systems with portal interfaces
Improved search and retrieval functions

Reduction in the number of environments

TTP and training programs for CIE use

O OO0 OO0

Collaborative I nformation Environment #1

The collaborative information environment (CIE) was designed to: reduce planning and execution
timelines; enhance organizational effectiveness for distributed operations; flatten organizationa
hierarchies and decision-making; enable self-synchronization; and integrate ADOCS/LAWS for
situational awareness in distributed operations. The overall objective was to enable rapid decisive
operations (RDO) through more efficient integration of information and communications. Technological
aspects of CIE were achieved with impressive utilization of cutting-edge technologies. SharePoint Portal
Service (SPPS) integrated critical systems through a portal and application framework that effectively
reduced planning and execution timelines.

Portal/browser structure: The integration of JFMCC components was accomplished through standardized
applications within the portal framework. Most component information was present within a browser-
based application that could be viewed in a cell and across cells, from any network access point. The
common relevant operationa picture (CROP), secondary information relevant to the COP, was available
within the web site and on pages of SPPS, where users could browse or search for information.

Limitations
- Workflow automation routines that would send pertinent information to appropriate personnd for

action and provide automated routing through the chain of command have not yet been integrated
into the process.
SPPS provided an integrated, customizable interface into pertinent information, but not all
information or communication systems were compatible with portal interfaces or display
technologies.
Search and retrieval functions appeared operationa but not comprehensive or well used.
IWS and IRC collectively provided means for communication and collaboration, abeit the
requirement that two distinct systems be in operation was a significant disadvantage.

Recommendations
Continue development of CIE with increased focus on reduction in number of required
environments.

Develop TTP and training programs, and ingtitute them for CIE use.

47



JTAMD #1 - Navy Forces Provide Significant Contributions To TAMD/TBMD.

Navy unigue capabilities provide a JTAMD force multiplier:
Protected critical assets on the DAL

Augmented PATRIOT units

Provided the lower tier component for THAAD

Projected missile defense over amphibious landings
Provided a key complement to Army Air Defense Artillery

OO0 o0oo0o

Critical support provided for:

o Terminal phase TBMD
o Mid-course TBMD

Joint Theater Anti-Missile Defense #1

The inherent mobility and flexibility of Naval forces constituted a unique joint capability and a force
multiplier during the experiment. Navy ships protected critical assets on the Defended Assets List (DAL),
augmented Patriot units, provided the lower tier component for Theater Phase High Altitude Defense
(THAAD) system, and projected missile defense over amphibious landings ashore.

Ships provided a key complement to Army Air Defense Artillery (ADA) surging to meet anticipated
threats or to respond to other operationa changes, while THAAD and PATRIOT batteries focused on the
defense of fixed critical assets.

Applicability

For the situations tested during the experiment, Navy forces appeared especially valuable for the
following:

Termina Phase TBMD: A robust terminal phase TBMD capability was critical to joint missile
defense. Although extensive Army Air Defense Artillery (ADA) forces were in theater, Navy
forces played a critical role defending designated critical assets either alone or in conjunction
with sea-based mid-course defense (SMD), THAAD and PATRIOT.

Mid-Course TBMD: The contingency SMD capability was critical to achieving the Joint Task
Force Commander’s (JTFC's) desired probability of negation. Against longer-range threats the
extensive defended footprint provided an upper tier component of a two-tiered defense for alarge
number of critical assets.

Recommendations; None



JTAMD #2 — Current Limitations To Navy Joint TAMD/TBMD

Limitations experienced:
0 ADC/RADC was never fully integrated into Air Operations Center (AOC).
0 Unsuccessful integration of Army and Navy missile defense forces covering
common critical assets.
0 Limited ability to handle the threat posed by large numbers of relatively
unsophisticated short-range missiles and artillery rockets.
0 Weapons systems models in decision aids did not yield common solutions.

Required developments:
o Common TTP and joint doctrine for roles, missions, and responsibilities between
functional component commanders and their subordinate commanders.
0 Tactical decision aid models for short-range missile and artillery defense.
0 Cross-service planning and tactical decision aids.
o0 Develop joint doctrine for cross-service JTAMD.

Joint Theater Anti-Missile Defense #2

The Air Defense Commander/Regiona Air Defense Commander (ADC/RADC) was never fully
integrated into AOC battle rhythm, and the organizational relationship between the Joint Forces Air
Component Commander/Area Air Defense Commander (JFACC/AADC) and the ADC/RADC remained
ambiguous. The absence of joint doctrine defining the role of a RADC and the lack of direct
communication between the JFJACC/AADC and the RADC most likely contributed to the difficulty.

Attempts to develop coordinated engagement procedures when both Army and Navy missile defense
forces covered common critical assets were unsuccessful. Doctrinal and technical differences between
Army firing units and Navy ships formed a barrier and did not alow coordination beyond spatia
deconfliction (“engagement zones’). Without changes to existing doctrine, systems, and operational
concepts, dynamic battlespace coordination including integrated engagements will not be possible.

Though it received less high-level attention than longer-range missiles, the threat posed by large numbers
of relatively unsophisticated short-range missiles (<300 km) and artillery rockets was a significant factor
in operationa planning and caught many planners by surprise. Coordination between the DAADC and the
maritime ADC/RADC was hindered, as existing planning tools did not include models for these threats
and the numbers present required intense considerations of interceptor inventory. The widespread
distribution of these types of weapons warrants increased consideration in operationa planning.

Collaboration was hindered when weapons system decision aid models did not yield common solutions,
even with identical data input. For distributed collaboration to be effective, al participants must have a
common understanding of the capabilities and limitations of the individual systems.

Recommendations

Develop common TTP and joint doctrine that defines roles, missions, and responsibilities
between functional component commanders and their subordinate commanders.

Develop models that can be used as tactical decision aids for short-range missile and artillery
defense.

Develop models and decision aids that yield identical solutions when given the same inputs and
implement their use across services.

Develop joint doctrine for cross-service JTAMD.
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32 Initiatives Context

Data and information are obtained from an experiment under a set of conditions. Analysis results have
known validity only for those conditions, their range of applicability. Specifying its range of applicability
is asimportant as the result. We refer to "context" as the set of conditions that existed during the
experiment. There is ahierarchy of conditions:

Genera conditions - are the overall setting under which the experiment was conducted. This was
provided in the former Section of this report.

Initiative conditions - are specia conditions that were set up to meet the objectives of an
initiative.

Results conditions - are specia conditions that are pertinent to understanding a particular resuilt.
For example, an initiative condition could be use of short-dwell-time transporter / erector /
launchers (TELS) for Fires capabilities testing. A particular result condition could be three TELS
per 15 minutes, causing TCT prosecution to break down. Results conditions, if needed, are
reported aong with the principa resultsin the first Section of this report.

From a carefully designed experiment it may be possible to extract cause-and-effect. This can provide a
model of the behaviors of systems and the processes within which the systems operate. Cause-and effect
relations allow extending results to conditions other than those under which they were obtained. Two
related conditions are necessary if an experiment is to produce cause-and-effect understanding: control of
variables and change. Knowledge of variable states is necessary, and control of variablesis preferred, in
order to produce data for quantitative analyses. Thisis especialy important for complicated experiments
such as FBEs.

One cannot observe the effects produced by a variable without changing it. All cause-and-effect
relationships are "if this influence is applied, that happens'. A force/influence being applied is achangein
that variable, and the response is a change in state of the system of interest. A well-designed experiment is
one that controls and changes a variable so as to observe a desired effect, under desired conditions. In
experimenta situations as complicated as FBES, it is not aways possible to control variables. Whether or
not control can be exercised, it is necessary that everything that influences a result be recorded.

An assessment of "experiment quality” is aso needed. Thisis an expression of how well the experiment
was designed to meet its stated objectives. FBES consist essentially of many experiments within an
overarching exercise/experiment. Initiatives are individual experiments. Because there is variability in
how well individua initiatives are designed, an expression of experiment quality is needed for each.

The next part of this Section will be a description of the important facets of experiment quality. Thisis
followed by context for each of the initiatives.

Experiment Quality Condition

Figure 3-1 illustrates experiment design principles for a particular initiative considering two parameters
(A and B) that could influence the results. The initiative could be, for example, MIW, with parameter A

representing target density, and parameter B the transit and operationa speed of a mine clearance vessal.
These are only two of the many possible parameters that establish experiment conditions. We use speed
and target density to describe the meanings of various parts of the figure.
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----- p, , r - reslized experiment conditions

|<— Range A _pl Parameter A — target density

Figure 3-1. Representative Ranges of Parameter swithin an Experiment (notional)

The notional experiment is to examine employment of an HSV as a mine warfare platform and determine
its effectiveness for various speeds as a function of mine density.

The solid box and ranges ar e conditions for which experimentation results are needed to satisfy the
initiative objectives. Parameter B isvessdl speed (10 to 40 knots), and parameter A istarget density
(10to 30 per square kilometer).

The dashed box depicts the ranges of conditions under which the experiment was actually conducted (25
to 55 knots, 15 to 45 per square kilometer).

Points p, g, and r are conditions existing when data were obtained (p is operating at 35 knots against 15
targets per square kilometer, etc). Experiment data are obtained at a particular time, under particular
conditions. Point p could be early in the experiment, q later, and r towards the end. Changes in parameters
A and B with time could be by design or by natural experiment evolution.

The positions of the dashed box and conditions points p, g, and r show that the experiment was carried out
only for high vessal speeds (or that data were collected or analysis done only for high speeds). Thus, the
full objectives of the initiative (a wider range of speeds) were not met.

Severa observations can be made about the conditions points:

The difference in points p and q are due to a change in only target density. This may represent
good experiment control, holding speed fixed.

The change in conditions from q to r is due to changes in both density and speed, which makes
cause-and-effect difficult to determine. If an experiment purpose is to determine reasons for
different results produced between conditions g and r, the experiment is poorly designed because
influences due to changing both density and speed are mixed. One aso needs data for density
held fixed and speed varied, a point vertically above q.

A conditions point may represent several observations or results. If thisis the case, satistical
analysis can be performed for that set of results.
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It is possible (likely) that conditions are not exactly the same for a set of results. The condition
points would then cover asmall area (or line if only one parameter varies). Whether or not such
results are trested as having the same conditions is a matter of initiative definition.

Subjective opinions (information rather than data) about experiment performance will often apply over a
range of experiment conditions, perhaps the whole or some portion of the dashed box.

If there is no overlap between the solid and dashed boxes, either or both experiment design or execution is
poor. The objectives of the initiative will not be met. A statement of how well the two boxes overlap, the
"quality” of the experiment, is part of initiative context. There are no quantitative measures for "qudity"
of experiment design or execution. Rather, a subjective statement is made about "quality” and an
explanation for the reason(s) included. Experiment Quality is stated on a diding scale:

Very low Low Marginal Good Very good

The fact that condition r is outside the design box is not necessarily an experiment flaw, however. 1t may
actually be beneficial because it can provide results by the process of discovery.

The variation of conditions with time, represented by p, g, and r being different, provide the opportunity
to observe results changing in response to parameter changes. Thisis one potential source of information
for determining cause-and effect. Especially unnerving, and of marginal use, are observed changesin
results that cannot be associated with parameter changes. Such results represent poor experiment design
or execution.

Overarching Context

New initiatives within the Department of Defense focus largely on three things:

Network-centric operations — wherein critical information is accessible throughout the force.
Transformation — integrating new technology and innovative operations fostered by new
technology into military operations to improve agility, effectiveness, and efficiency.

Joint operations — the ability for the military services to operate together seamlesdly.

The initial experiment plan for FBE-J, which was the foundation for subsequent planning, mentioned net-
centric, largely ignored transformation, and focused on joint capabilities. From subsequent plans through
actual execution of Juliet, however, there was a distinct metamorphosis toward emphasizing and
executing the initiatives toward:

More traditional and narrowly scoped military objectives, and
There was no injection of stress into operations execution.

Thus, a sense of transformation was not achieved and critical real-world pressures that typically affect
decision-making were absent.

Initiative Context Descriptions

The following provides context for each initiative, and characterizes experiment quality. Any needed
conditions or details that are not contained in the general description in Section |1 are included here.
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JFMCC Maritime Planning Process
MPP context is the most difficult to describe of al initiatives. It is an evauation of the effectiveness of a
new process, one for which no definite data nor design conditions could be specified. The initiative was
an exploration of what is needed to make the process work, and also one where what was learned was to
be included in further development of the MPP as doctrine with included TTP.

A statement of what was to be learned was posed as a question: "Does the JFMCC maritime planning
process provide the structure, organization, management, feedback, optimization, and situational
awareness to maritime force employment and support the intent of ajoint effects tasking order (ETO)?"

The contextual meaning of this question is whether or not the specified attributes exist in the MPP.
Clarifying definitions of the attributes are:

Structure— information, knowledge, and decision structure relationships contributing to MPP
system performance.

Organization — functional, personnel, and task relationships contributing to MPP system
performance.

Management - the M PP operating as a C2 function, providing interna and external
synchronization, and managing planning functions.

Feedback - feedback information of different kinds and levels, contributing to organization
management and process control at the operational level.

Optimization — merging of battlespace situational awareness and asset planning to produce an
optimized plan.

Stuational Awareness— presentation of battlespace actions in a COP, within the context of the
ETO, providing continual assessment of operational and tactical status.

The following provides specific context for each attribute, followed by an experiment quality condition
for the initiative as awhole, with an explanatory statement.

Sructure Context; focus on workflow information
A workflow tool was integrated technically but not into the process.
Course of analysistools (e.g., Navy Simulation System) were not integrated.
InfoWorkSpace (IWS) was integrated into the process.
Knowledge management provided only web-space maintenance.

Organization Context
- Personnel assignment changes were made between spirals and experiment execution.
Insufficient training on systems, processes, and relationships was provided.
Relationships and organization could not be varied to observe effects.
Personnel and functiona relationships, and their contributions, could not be well determined.

Management Context
- Technica interfaces for internal M PP coordination were in place.
Plan changes were implemented only at Maritime Operations Center.
Inadequate integration of tools and processes made it difficult to evaluate adequately the MPP as
a C2 function.

Feedback Context
Feedback from and to different levels of organization, process, and command was nearly absent.
Feedback on changes in battlespace environment was absent or little used.
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The absence or use of feedback means this process could not be observed.

Optimization Context
Optimization software was not ready for the experiment; hence no results could be obtained.

Stuational Awareness
Briefings were used for shared understanding rather than the COP or distributed knowledge
management. Information could not be obtained on use of knowledge systems for the MPP.

MPP Experiment Quality Condition

The quality of the experiment with respect to being able to obtain information that applied directly to
stated objectives within the initiative wasvery low. However, if one accepts that a significant part of the
reason for thisinitiative was to determine if the MPP could work and to provide guidance for future
developments, the quality was good for illuminating difficulties and possible cures.

A dgnificant amount of detailed information emerged about process difficulties and means by which they
could be improved, basically through a process of discovery.

Joint Fires
The timely assessment and engagement of time sensitive targets (TSTS) across components poses
challenges in establishment of atimely and accurate common operationa picture (COP), effective
collaboration across components, and timely integration of joint capabilities against the target.

The overarching questions were:

Does the proposed (experimental) joint targeting (cross component) architecture enable timely
engagements of TSTS?

In what ways does a common toolset within the joint architecture affect the ability of the joint
force to conduct effective cross component TST operations?

Timely engagements context
No means were available to capture the interval between the component identification of the
target and the promotion of the target into the automated deep operations coordination system
(ADOCS).
The dynamic target list (DTL) was unstable due to frequent updates.

Contribution of architecture to cross-component engagements context
Training in the prescribed tactics, techniques, and procedures (TTP) was inadequate.

JFI Experiment Quality Condition
The qudity of the experiment with respect to being able to obtain information that applied directly to the
stated objectives within the initiative was good.

High Speed Vessdl (HSV)
The High Speed Vessdl initiative, with both real (JOINT VENTURE, HSV-X1, Sea Slice) and smulated
vessals, was to be an enabler of MIW and MCO2 initiatives. In the FBE, these platforms were to provide
the Mine Warfare Commander with a sensor platform and C4l platform. Within the context of MCO02,
HSV's were to provide the Joint Force Commander with an enhanced ability to accelerate the tempo of
operations.



A statement of what was to be learned was posed as a question:

"What additiona value added does having a number of high speed, reconfigurable, and multi-mission
platforms provide the JFMCC and JFC in alittoral campaign as part of an access misson?'

Specifically the desired added value was to contribute to support to the Mine Warfare Commander in
planning and execution of a mine warfare campaign, support to naval specia warfare operations, support
in a ship-to-objective-maneuver, employment in an interim brigade team redeployment, and logistics
support to deployed forces ashore.

Context of HSV Contribution to MIWC Operational Planning and Execution
ISR management procedures and processes were not in place at multiple levels.
There was lack of feedback from previous missions.
There was insufficient familiarity with use of such avehicle amongst high-level planners so its
possible impact on operations and planning was not tested.

Context of support to Naval Special Warfare Operation
Only whether the ship would physicaly support Special Operations personnel was tested.

Context for Logistics Support to Deployed Forces Ashore
There was no "ownership" of the HSV asset because they were managed by placing themin a
common pool.

HSV Experiment Quality Condition

This experiment was mainly to introduce the concept of using an HSV. This quality was good. The
quality of the experiment for testing how to physically use the ship, such as how to reconfigure was also
good. Determination of the effect on operations was poor.

Naval Fires Network--Experimental (NFN(X))
NFN (X) implemented experimental Navy targeting systems and processes that supported joint targeting
and Fires requirements across components, up to CJTF and down to tactical Naval Forces through defined
CONOPS, TTP, systems architecture, and organization. Navy Fires projected power ashore through the
integration of long-range surface, sub-surface, and air delivered Fires.

The overarching questions guiding this initiative were:

What is the contribution of Nava platforms self-targeted engagements to the TST engagement
problem?

What are the operational planning and employment considerations required for the effective
utilization of future power projection platformsin the TST engagement process?

How successful is the defined TST architecture in engaging asymmetric TST targets?

How successful were Nava platforms in responding to multi-mission tasking?

What is the contribution of the mensuration manager to the TST process?

What will the introduction of a ground COP contribute to the TST process?

Salf-targeting context
Architecture prevented appropriate tests by requiring all target nominations to be centralized via
the DTMS.



TTP aso precluded testing by establishing rules of engagement that mandated that the MOC
maintain TST authority.

Operational planning and employment context
Minimal weapon systems discriminators were included to differentiate these new systems from
current systems.

Awmmetrlc target engagement context
Major asymmetric attacks that were planned for simulation were by small boats in a SWARMEX,
which was cancelled due to weather. Other smaller simulation-generated small boat attacks were
executed, but did not represent the equivalent intensity of the larger exercise.
The weapon-target pairing system did not contain conventional arms to use against small boats.

Multi-mission targeting context
There was minimal, if any, multi-mission targeting undertaken.
Multi-mission targeting systems (including personnel roles) were not pressured, so that the range
of performance for these systems under stress could not be determined.

Mensuration manager context
The mensuration tasks were not demanding enough to test adequately the system over arange of
performance.
These systems were not tasked in a controlled manner to determine maximum capacity, thus no
“management” of the mensuration assets was required.

NFN (X) Experiment Quality Condition

The quality of the NFN (X) initiative of FBE-J with respect to being able to obtain information that
applied directly to stated objectives within the initiative was low. FBE-J did, however, produce aleve of
data for the mensuration process that was unprecedented in the history of FBEs. This permitted a detailed
examination of the mensuration process and led to recommendations for improvements.

Intelligence, Surveillance, Reconnaissance Management (I SRM)
The Joint ISR concept of operations for MCO2 outlined a network-centric approach conducting joint-
force-wide ISR in which all 1SR players will be linked by a collaborative command and control 1SR
(C2ISR) network. The underlying JFCOM hypothesis was that this collaborative linkage of dl ISR
players would enable coordinated execution of ISR operations that were widely distributed, while at the
same time maintaining cohesion, coordination, and unity of effort.

The overarching objective for FBE-J was to examine doctrinal implications and to refine the TTP for joint
and maritime C2 and assured access. FBE-J experimented with the convergence of deliberate and
dynamic ISR management, in support of joint force and component-specific ISR requirements, within the
JFMCC construct.

JFMCC ISR planning context
The ISR C2 architecture did not include a TST manager to validate targets. Decisions regarding
assets alocation were based on operator perspective only.
TES-N could not create manual contacts due to software problems and TES-N contacts were not
viewable on GCCS-M COP display.
There was no operationally sound interface to link TES-N and DTMSRRF.



Dynamic ISR management context
There was no consistent live air picture for correlation of link tracks with the ATO.
There was no graphic depiction of the synchronized ISR plan.

Distributed UGS and unmanned UAV context
The unattended ground sensors (UGS) system was not fully tested prior to the experiment.
Data were not made available from the contractor to establish accuracy of MIUGS tracks.
Westher (fog) precluded many flight operations for the Predators, which were the last link in the
delivery of munitionsto targets identified by the UGS. When Predator was available, MIUGS
tracks were not transmitted to the STWC, and when the communications systems worked, the
UAVswere unavailable.

Multi-platform SGINT context
Networked Specific Emitter Identification (SEI) was tested under reasonable battle scenario
conditions.

ISRM Experiment Quality Condition
The quality of the experiment for obtaining information that applied directly to stated objectives was low.
Much was learned which should lead to improved results from subsequent experiments.

Mine Warfare
It islikely over the near-term, that the littoral seas will become increasingly important and challenging for
maritime and joint forces to access quickly and safely. New platforms such as high speed vessels (HSV9),
and technologica advancesin sensor capabilities increase the organic MCM capability and present the
MIWC with new challenges and opportunities in organization, resource alocations, information
management, and C2.

Asafirst step in dealing with these new redlities, the MIW experiment in FBE-J was to examine the
application of network-centric warfare concepts and other emerging technologies as they might apply to
mine warfare and to determine how they could enhance the efficiency and effectiveness of mine warfare.
HSVswere to be assessed as MCM sensor support and management platforms, and an examination was
to be done of the integration of MIW with NFN, and the MIW use of the common undersea picture
(CUP).

HSVs as MCM sensor support and management context
HSV operations were independent of JFM CC requirements and decisions. Planning was internal
to the ship and could not be related to the MPP.

MIW integration with NFN context
It is unknown whether mine contacts were valid physical realities. Reconstruction is required
before this initiative can be evaluated.

MIW use of the common undersea picture (CUP) context
MIW Cup and ASW CUP were independent, so no examination of a common picture can be
made.

MIW Experiment Quality Condition

Overal quality of the experiment was marginal because of an inability to match needed experiment
conditions and execution.
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Anti-Submarine Warfare
Because the naval contribution to rapid decisive operations requires assured access, ASW forces are
required to establish zones of operations free of enemy submarines. To do this effectively, the forces are
forced to employ network-centric ASW operations. Thisis the concept of multi-level commands and
multi-disciplinary forces that are well connected by common communications, doctrine, planning tools
and commander's guidance. In order to improve detection, classification, localization, and neutralization
of enemy submarines, these commands must possess the ability to:

Rapidly share information.
Correlate their Situational awareness as it pertains to the larger operational and tactical pictures.
Conduct distributed, collaborative planning and self-synchronize their actions with other joint or
coalition ASW platforms.

The primary issue formed as a question was:

“How can network-centric ASW operations improve detection, classification, localization and
neutralization of enemy submarines to assure maritime access?’

Submarine locating devices context
The ASW commander had no control over the frequency of these reports.

Remote autonomous sensor s context
Virtudly al of the RAS initiative C2 procedures and processes were devoted to smulating the
autonomous distributed sensor (ADS) fields and autonomous USVs.
USV technical difficulties precluded successful observations.

Experimental common undersea picture (X-CUP) context
Parts of the undersea picture resided in several different, un-integrated systems.
Loss of satellite communications caused the loss of the network.

ASW Experiment Quality Condition
Experiment conditions matched the initiative well. Quality was good.

I nformation Operations
This initiative was to develop specific functional responsibilities for each 10 forward billet to ensure
maximum enrichmentsto all dimensions of JFMCC operations. 1O rear critical support billets and
functions were to be identified. Four 10 sub-initiatives were incorporated in the experiment to investigate
emerging organizational constructs, processes and capabilities to support JTF and JFMCC processes with
afull range of 10 options.

1O enrichment to the JFMCC planning process context
Originaly, 28 hillets were identified in joint doctrine to populate the 1O cell, but the actua
manning was a less than adequate 11 people (inclusive of two each, USAF and USA liaison).
JFMCC maintained tactical control over individua units, effectively diminating the need for the
IWC.
The MTO was not designed to accept missions without targets, such astypical in 10 actions.
PWCs were removed from consistent JFM CC interaction and they lost touch with all dynamic
updates shared through the JFMCC staff and had insufficient oversight of the 1O plans being
devel oped.



Collaborative 10 planning context
The JFMCC did not have an information warfare planning capability, which is required for
integrating, synchronizing, and optimizing 1O weapons with kinetic and non-kinetic maritime
operations.
The presence of readily prepared operational net assessments (ONAS) largely minimized the
opportunity to explore the full possibility of timely, extensive IWPC utility and potential.
10 staff was largely forced to rely on ONA database vice rea world information, so targeting did
not use IWPC data.
An insufficient number of workstations forced collaboration to be face-to-face or via telephone
rather than via the CIE, restricting data collection opportunities.

Offensive 1O context
10 weapons were not integrated into the simulation (SIM) federation.
E-strike weapons were not loaded into the theater battle management core system (TBMCS).

Information Operations Experiment Quality Condition

Testing of the concept of including the IO Commander into the planning process wasgood. Testing of
defensive |O capabilities was good especialy for initial methods and away ahead, overall development
was mar ginal. There was no way to test offensive 10 results, quality for this aspect wasvery low.

Netted Force
The Netted Force Initiative focused on knowledge processes, use of collaborative tools, and supporting
organizationa structures. There were three sub-initiatives: knowledge management organization (KMO)
(use of KMO to support JFMCC and battle-staff), collaborative information environment (CIE) (technical
systems to support rapid decisive operations (RDO)), and ground common operationa picture (COP)
(links between traditional COP track management, engagement tools, target management, and intelligence
order of battle tools). Each of the sub-initiatives was to document or define the KMO contribution to:

Commander's situational awareness
Decrease in information overload
Bandwidth management in support of combat operations

KMO sub-initiative context

The contribution of KMO to information management was secondary to the technical aspects of
information communications. Data capture was at alower level than originaly envisioned.

Active bandwidth management was not implemented.

Context for CIE sub-initiative
Shared Point Portal System (SPPS) interface was used for collaboration.
LAWS/ADOCS were proprietary systems and difficult to integrate with SPPS or JFMCC
applications, although some displays were transitioned to other systems.

Netted Force Experiment Quality Condition

The overal quality of the initiative was marginal, and the CIE sub-initiative wasgood. Greater
specification of roles, objectives, processes, authority, and support will be needed for future
experimentation.
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Joint Theater Air Missile Defense (JTAMD)
In the future, Navy theater air and missile defense (TAMD) capability will be hosted as one of the multi-
functiona capabilities onboard surface combatants. Navy planners will be required to balance joint
(critical asset defense) and maritime (force protection and access) requirements and effectively and
optimally employ limited numbers of shipsin adynamic battlespace environment. FBE Juliet simulated
the dynamic interactions necessary to assist in developing a Joint TAMD/AAW TACMEMO.

The overarching questions to be addressed were:
Can a single commander appointed as the Battle Force Air Defense Commander (ADC or "AW")
and a Regional Air Defense Commander (RADC) supported by the AADC module planning
capability and process effectively support the air and missile defense requirements of both
commanders?
Does the capability to rapidly wargame alternative courses of action with the embedded
wargaming (M&S) capability and provide graphic displays provide value added to the Joint Force
Maritime Component Commander (JFMCC) and Joint Forces Air Component Commander
(JFACC)?
What emerges as functiona relationships between JTFHQ (and production of the effects tasking
order and/or the defended asset list), the JFMCC (maritime tasking order) and JFACC/AADC (air
tasking order)?
What emerges as the organizational relationship between the SITFHQ theater missile defense
(TMD) cell, JFACC/AADC, Deputy Area Air Defense Commander (32nd AAMDC), Regiona
Air Defense Commanders (RADC) and the maritime Air Defense Commander?
What elements of the experimental organization, TTP and C2 learned from this event are suitable
for inclusion in afuture USN AADC module TACMEMO?
Did the JFMCC maritime planning process mitigate the dilemma posed by competing demands
for multi-purpose surface combatants?

Balancing requirements between joint and maritime responsibilities context
Focus was primarily on joint responsibilities.
There was little demand for assets to support maritime needs, thus competition was not exercised.

Optimal employment context
There was little to no competition for multi-mission ship resources so optimization, which would
typically occur in times of over-commitment, could not be anayzed.

Sngle commander context
The C2 structure was not predefined as part of TTP.
Role and responsibilities of the RADC were not well documented; complicating plans execution
of plans and attainment of experiment goals.
The RADC/ADC was not integrated into the AOC or battle rhythm.

Demands on multipur pose ship context
Without multiple, and conflicting, demands for support, it was not possible to analyze and draw
conclusions.

Functional and organizational relationships context
The relationships of the major commanders had to be structured informally and refined during the
experiment, because there was no forma joint architecture for C2.
FBE-J did not stress the relationships with conflicting, time-critical demands on resources; thus, it
was not possible to predict the ultimate endurance or success of the informal relationships.
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The quality of the TAMD initiative of FBE-J with respect to being able to obtain information that applied
directly to stated objectives within the initiative was mar ginal. However, the simulations of FBE-J
provided arich environment for constructing ajoint architecture for missile defense, producing a good
methodology for future experimentation.

33 FBE Experimentation Status and Recommendations
General Status

Fleet Battle Experiments are minor miracles in one sense, inappropriate events in another. They are minor
miracles by virtue of the fact that such huge, complicated, multi-organization events get planned,
executed, and produce results. They are inappropriate in that they are not the best means for obtaining the
information desired.

The "good" in FBEsisin ther intent-- i.e.,, to provide a multi-level and dynamic environment for process,
practices and technology to work within, and which may be markedly or completely different from
current status quo. "Concepts' can be better understood within this framework.

However, the question being asked in this Section is, "Are FBEs properly constructed to deliver their
maximum learning potential?' The answer seems to be "no."

Therefore, the following focuses on improvements that need to be made to FBE experimentation— rather
than what is right about them. The intent is to provide recommendations that, if incorporated, will yield
improved results from future experimentation.

Expectationsfor Experiment Design

FBEsin general have experienced a mismatch between experiment plan (EXPLAN) expectations with
regard to attaining experiment objectives derived from concepts and the redlities of experiment design.
Assumptions are made in the definition of experiment initiatives that find their way into experiment
planning without the benefit of experiment design and practicalities with respect to what is physically
possible to be known from the experiment. These mismatches tend to continue as part of the planning
process until handed off to data collectors, with an expectation that analysis will produce the intended
learning. At the very least, there must be additional and close coupling between definition of the
experiment, its design, an analysis method that is attainable, and the data that is required by those
methods. Current planning methodology for FBES does not enhance this coupling.

Pr ocess | mprovements

A more productive process would be:

Define the learning objectives.

Determine the events (workshops, war games, T& E, experiments of al types) necessary to meet
those objectives.

Lay out a study plan in a coherent sequence of events.

Execute the events needed to build abody of knowledge.

When sufficient background knowledge is produced, execute an operationa experiment, if
needed.

The above process recognizes that operational experiments are but one learning tool, rather than an end in
themselves, as has been the case to date.
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Experimentation in general suffers from lack of internal cohesiveness. In essence, it is not thought of from
the perspective of a"systems approach.” Incorporating this systems perspective would automeatically
eliminate many of the emergent contradictions and constraints found in FBESs to date, and includes the
analysis of resultsin a "total systems analysis."

Total-System Analysis

Experimentation needs to concentrate on the total system. There is currently too much emphasis on
hardware system performance and not enough on processes within which those systems operate. The
"total system" is made up of:

Hardware components

Systems of hardware components
Information structures

Command structures

Decision processes

TTP

Human machine interactions
Human factors, including training

In addition there are factors that have to do with the fact that a military operation is being investigated:

Red and Blue objectives
Red-Blue physica interactions
Red-Blue psychological and political interactions

Experiment design needs to consider the "fitness" of all of these factors with learning objectives and the
analyses by which results may be determined.

The idea of "fitness' between concept, objective, execution, and evaluation (all within atotal-system
perspective) has additional pieces, such as the role of high-level concepts (e.g., network-centric warfare),
simulation, systems architecture, and various relations with data collection and analysis.

Net-Centric Warfare/Information Management

Net-centric warfare contains several basic concepts, three of which are especialy pertinent to work that
has been done in FBEs.

All pertinent battlefield information can reside in a common system (COP).
This information can be made available to all participants in an operation.
Decision quaity will be improved by having this information available.

Realizing these concepts requires a different approach to data, information, and knowledge accession,
maintenance, and distribution, yet the systems and processes in Juliet and other FBEs tend to be
straightforward extensions of the past.

FBE-J results demonstrate that more attention is needed toward providing information that is relevant to a

particular task and on designing new decision processes that recognize the new information environment.
A significant shift from systems to processes is needed.

62



Transformations of concepts that are occurring:

From a common "picture,”" to a common database from which information is drawn.
From "common" information, to information that is relevant to performing a task.
From common displays, to presenting information in a way that is task pertinent.
From fitting information to processes, to redesigning processes around information.

Achieving this transformation requires intelligent agents to fuse and sort information. It aso requires
developing processes that fit the new information environment, which can probably only be done by
sophisticated process modeling. FBE examination of net-centric concepts needs to move in these
directions.

Simulation

Simulation is used to provide event stimulation of FBEs. Thisisrequired for a variety of good reasons.
The underlying physics for events reside in the smulation. From atotal system understanding point of
view, one cannot adequately analyze experiment events without having a complete understanding of what
is occurring in the smulation. However, this level of understanding is not available to those analyzing
FBEs. There are two issues:

Recongtruction of eventsis an analysis imperative that requires smulation and live action data.
Experiment objectives should define the kinds of reconstruction required, and must be engineered
prior to the experiment. Data extraction from ssimulation (e.g., joint semi-automated forces
(JSAF) or the high level architecture of which it may be part) must be built in as part of the
simulation system requirements.

Understanding events requires knowing their underlying physics, in this case the physics modeled
into the smulation. For example, is weapon-target interaction based on an extended range guided
munitions (ERGM) or a Tomahawk; does a sensor's probability of detection depend on foliage;
etc.? The needed level of understanding within the smulation is not available to anaysdts.

System Architecture

Thereis atendency to bring systems into an FBE with an incomplete overal architecture design. One of
the minor miracles is that the systems perform as well as they do. However, inconsistencies do emerge
during an experiment and they can obscure the information one is trying to gather. FBES need a master
architect, who has appropriate authority, and focuses not only on whether systems will work together but
also on whether the resulting configuration and use will meet experiment objectives.

Data Capture

Each FBE initiative requires significant amounts of data and information in order to perform adequate
analyses. As experiments have moved toward more rapid uses of information, it has become increasingly
necessary to acquire data electronically in order to track processes. It has been difficult to acquire all
needed data. This applies to both smulation data (stated above), and transaction data (e.g., the electronic
data from systems such as the Land Attack Warfare System (LAWS)). FBE priorities need to place
capturing adequate el ectronic data near the top.

Data collection should be as automated as possible. All data should be regularly transported to a central
site and copied to another site so that there is some measure of insurance againgt loss. Problems exist with
having data stored on PCs that were then shipped to various organizations across the country,



necessitating a specia effort to re-acquire the data, always with the potential that this effort may not be
successful.

Besides the "fitness’ described above, there are engineering standards and best practices that should be
followed, such as pre-experiment testing. Although the spiral structure of FBE Juliet provided some
opportunity to perform testing, it could not make up the entire differential between immature systems and
experiment execution. At best, the final spira event pre-FBE Juliet was an opportunity to wring out
possible threads that might be activated in execution. This was not the correct forum to engineer systems
into proper performance. Those activities should have been accomplished in the process leading each
system towards successful performance in the FBE.

Process and Decision Structure Testing

In keeping with the net-centric approach, much FBE effort has been expended on use of information for
rapid decision-making, with Fires as a mgjor thrust. Adequate testing should include stressing the process.
To date, FBEs have dedlt with environments that are not target rich or do not have large numbers of
targets to deal with in a short time. Thus, it is not known what performance parameters will be under
those circumstances, which are critical in actual combat.

Engineering Support

Complete planning, engineering, and testing of systems needs to be done before trying to demonstrate
possible functionality in an FBE. Several FBE-J initiatives relied on or evaluated equipment that failed.
Examples include the micro-netted unattended ground sensors (MIUGS), ASW remote autonomous
sensors (RAS), and knowledge kinetics (K2), a work-flow software program that at the technical level
was successful, but was not integrated in processes to actually do the job it was intended to do. Because
many initiatives are predicated on the successful operation of equipment or sensor suites, or integration of
new software (as in the case of K2) new equipment should be given sensibly exhaustive checkouts
beforehand so there will be reasonable certainty that it will work as advertised when it is expected to be
operating during the experiment.

It has been argued (incorrectly) that while systems, technology, processes or software may not perform;
the experiment concept is not at risk. In other words, the thought is expressed that there is autonomy
between concept and the means to learn more about that concept in an experiment. Thisis a faulty notion.
While it may in fact be true that the piece of hardware or software, or perhaps even system is not the point
of the experiment, furthering the concept (which is the point) cannot be accomplished in the face of
inadequate performance of supporting equipment.

ISRM MIUGS and the ASW RAS are examples that warrant description to better illustrate this point. As
yet there is no agreement on MIUGS performance emerging from the experiment. Characterizing this
performance is a necessary component to modeling and supporting the larger concept of which thisisa
part. A thorough check of sensor performance and communication links beforehand would have
eliminated problems and enhanced what was learned. For the ASW system, robo-skis were understood to
be a difficult platform on which to place very sensitive sensors, which were designed for stationary
employment. In another ASW example, modifications to DICASS buoys for use with helicopters moved
the power source too far from the transducer for adequate performance. Thus, neither experiment could be
said to adequately support the concept of autonomous sensor employment, nor was parameterization for
further experimentation obtained. All three systems could have been matured and tested prior to
STARTEX in order to achieve a higher order of success. In addition, fielding the deficient systems during
an FBE did not provide good data on how to improve the systems, thus representing a waste of effort and
resources.



There are other factors in the complex interrelations of these experiments that are not adequately
addressed, but would contribute to overall context and performance. An exampleis the role of logistics.

LogisticsMetrics

FBEs are not redlistic in terms of logistics or assets use, which leads to artificia/unrealistic results.
Simulation provides most of the event stimulation necessary to engage experiment systems and processes.
However, thereis very little feedback that incorporates use of metrics to account for logistics and
expenditures, i.e., how long resupply would take, how many missiles are available in a particular ship. In
addition to the tracking of expenditures, the quality of those expenditures is not considered. For example,
Harpoon missiles were used to destroy motor whaleboats — a tremendous asymmetry in values and a
potentia future opportunity cost, thus an unredlistic action in the red world.

Post-Experiment Requirements

Past FBE analyses have suffered from alack of continuing participation by the initiative leads, concept
definers, principal participants, observers, and anaysts. To date, the only group engaged in al three
phases of experimentation (planning, execution, analysis and reporting) is the data collection and analysis
group, which has not included |eads from planning. Post-experiment dialogue should include the entire
group to determine what events took place, produce a narrative of the interactions, come to consensus on
context that impacted results, and determine what is necessary for final reconstruction, analysis, and
reporting. Quicklook reporting does not provide the necessary forum for this dialogue and provides
neither cause and effect analyses nor quantitative conclusions.

It is highly recommended that al principal participants in each of the initiatives be retained for all three
phases of the experiment, not just the first two.

Scope of Complex Experimentation

It islikely that the Navy would find value in narrowing the focus of the complex experiments, which will
also include “not to interfere” demonstrations. Rather than try to do many things, at great expense and
with insufficient designers, observers, or analysts, it would be better to focus on only afew initiatives and
do them very well. There must be assurance that this limited number of objectives are al well designed
(with overal priorities and the ultimate analysis in mind), thoroughly observed and documented, and
comprehensively analyzed. Additionally, each formal Fleet Battle Experiment should be part of a
continuing mosaic, designed to build mounting improvement in capability beginning with the highest
priority processes over a number of years.
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Section I11: Reconstruction
4.0 Experiment Reconstruction
4.1 Scenario and Timdine

The year 2007.

Country Red sits astride a strategic waterway important to the world's economy.
A faction inside of Country Red has seized idands in the waterway that belong to a

neighboring nation and has interrupted the shipment of oil.

This interruption of international shipping has exacerbated existing world economic

problems.

Country Red has weapons of mass effectiveness (WME) that it is using to threaten

surrounding countries to prevent them from supporting any internationa efforts to reopen the

waterway.
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Figure4-1. FBE-J L ocations and Settings.

4.2 Actual Setting

Southwest US DoD training and weapons ranges represent Country Red.

Portions of the Southern California Navy operating area represent the critical waterway.
San Clemente Idand, San Nicholas Idand, Santa Barbara Idand, and Santa Catalina ldand

represent idands seized by Country Red in the critical waterway.

67



4.3 Joint Forces. Liveand Computer Smulated For ces

Navy: two Carrier Battle Groups and two Amphibious Ready Groups.
USMC: Marine Expeditionary Brigade.
Army: Airborne and Medium Brigades.
Air Force: Aerospace Expeditionary Force.
Joint Specia Operations Task Force.
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Figure 4-2. Live Forces and Ranges.




4.3 OperationsOverview

The overall Blue Mission was to conduct Rapid Decisive Operations to assure access through the strategic
international waterway. The operations can be summarized as follows:

A pre-hostilities situation existed through 27 July, during which both Red and Blue were
positioning forces.

On 27 July, Red initiated hogtilities by attacking the Abraham Lincoln Battle Group and the
Tarawa Amphibious Ready Group.

From 27 through 29July, the main effort was engagement of Red maritime forces and air strikes
against critical Red C2 targetsand TSTs.

On the 30July, the Joint Force executed a planned land assault on Red WME sites, including
ship-to-objective-maneuver (STOM).

Starting 2 August, the main effort shifted back to Maritime Access operations to support civilian
tanker traffic through the straits to restore the flow of oil.

The Fleet Battle Experiment concluded on 5 August 2002.
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Section 1V: Key Observations
5.0 JFMCC Maritime Planning Process (M PP) Initiative Key Observations

In future maritime operations multi-functional maritime platforms are envisioned, with multiple weapons
systems, sensors, organic capabilities, highly sophisticated C2, and minimum manning. Providing access
to the littorals will be a requirement for maritime forces, often ahead of scheduled flows for joint
capabilities. A maritime tasking order will be required to optimize, synchronize, and interweave maritime
and joint forces.

Structures and processes exist to produce plans for using maritime forces in response to Commander’s
Guidance. The increased pace of operations and increasing coordination needed between service
components for joint operations have resulted in needed changes. The Joint Forces Maritime Component
Commander (JFMCC) Maritime Planning Process (MPP) Initiative was a proposed system of processes
for deliberate planning and command and control (C2) to be employed by the JFMCC. In FBE-J, this
initiative provided the first in-depth, critical examination of JFMCC and the MPP in ajoint, operational
environment.

The JFMCC MPP is a collection of interactions between many processes with feedback required between
them (e.g., effects assessments resulting from actions). In discussing the MPP, as noted above, it should
be thought of as a system, vice process. Among other actions, the MPP interprets guidance from the Joint
Force Commander (JFC); produces a joint maritime operations directive (MOD); defines maritime
support requests (MARSUPREQ' s); prioritizes actions in a master maritime attack plan (MMAP); and
assigns action to individua maritime commanders in a maritime tasking order (MTO).

Because JFMCC and M PP are recent concepts, desired resultswere at abasic level:

Did FMCC and MPP work in Juliet?

Can they work or are there fundamental flaws?

Wheat is needed for them to work sufficiently?

Was Juliet structured correctly to answer these questions?

Develop a set of recommendations for future JFMCC learning objectives.

The fundamental, overarching concern to be addressed by this initiative is flow of information and work.
(A “process’ is defined as an element of organization that does “work” to information, passing the result
to other processes or to storage for later use). MPP is alinear, segmented process, with seven basic steps
(outlined in section 5.3 below) for the production and execution of the MTO. Thisis essentialy a
complex workflow, analogous to an assembly-line type process. As an example of one assembly node:
within the current planning cell, individuals acting as subject matter experts (SMES) represent the needs
of their Principal Warfare Commander (PWC), and do specific jobs in the production of the MTO. They
need a variety of information, such as available assets, guidance from their PWC and the effects tasking
order (ETO), etc., in order to produce their contribution to the MTO. Within a 72-hour period, there can
be as many as 3 MTOs in various stages of production at the same time.

The MPP is designed to coordinate activities of al principle warfare areas and support the production of
effects desired by JFC and JFMCC. A "campaign” is developed to meet JFC objectives with each MTO
meant to optimize combined effects from each warfare area rather than sub-optimizing individual areas.
Each PWC must contribute assets in a coordinated and coherent plan in order to perform optimized,
maneuver operations. Thisimplies agreat dea of coordination between the SMEs, and between SMEs
and their PWCs, during planning. Such coordination is complex, and it is theorized that different "battle
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rhythms" associated with each warfare area contributes to this system’s complexity. Thus, shared asset
utilization may not be constant through a full MTO execution cycle.

Information and work within this assembly line (actually three parallel lines) must be highly
synchronized. Sufficient coordination must be enabled between various Commands so that individua and
collective goas can be adjusted in a timely manner in order to produce an optimized plan. Thus, the
following basic MPP components examined in this initiative are:

Coordination of asset utilization between Maritime or Joint commands
o0 Some, but thereislittle evidence of thisin data

Coordination/adjustment of daily goals between commands
o From CINC to CJTF to JFMCC, principle coordination was by numerous briefings.

Synchronization of information and work
o Info Work Space (IWS) and SharePoint Portal System (SPPS) provided virtual briefing
space chat rooms and dternate virtual conference rooms for information sharing,
synchronization of effort, and work.

Information feedback, primarily BDA

o Datado not revea ahigh degree of coupling between the results of missions and the
MPP. Participant data and comments establish feedback as a critical areafor
improvement. (As an experiment design note, the lack of feedback may or may not
represent the same paucity of information from actual combat. However, the point of this
anadysisisthat at the system level, feedback was largely not available as the enabler
required to make the experimental MPP system perform adequately, or the process to use
information in feedback was not part of the organizational construct. More is said on this
topic later in this report).

Manpower requirements to maintain three MTO assembly lines
0 Heavy operational tasking is placed on available personnel. It is very likely that the
experimenta organization would not be capable of performing 24-hour operations over
an extended time. Also, the number of maritime support requests, approximately 3,000
over a 10-day period, would not be adequately serviced. It is not possible, in these data,
to separate, as independent variables, organization, technologies present, and those
technical capabilities that were assumed.

To properly understand the JFMCC MPP a process model to visuaize complex relationshipsis required.
One of the gods of thisinitiative is to produce afirst iteration model based on the experimental

organization structure and associated parameters, which may then be used for smulation studies for
different parameters associated with manpower, technology, organization, and CONOPS.

5.1 Experiment Objectives
The stated, primary objective of thisinitiative is to answer the following broad question:
Does the JFMCC maritime planning process provide structure, organization, management,

feedback, optimization, and situational awareness to maritime force employment and support the
intent of a joint effects tasking order (ETO)?
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In this experiment, specific terms from the question have specific meaning:

Structure: The relationship of information and knowledge systems to the MPP system
Organization: Personnel and functional relationships, and how these contribute overal to the
MPP.

Management: The MPP as a C2 function, interna and externa synchronization, management of
planning functions.

Feedback: Information as feedback of different kinds, and levels, that contributes to organization
management and process control at the operational level.

Optimization: As a potential measure of its utility, the MPP as awhole would be expected to
merge together battlespace situational awareness with asset planning in an optimized plan.
Situational awareness. Feedback from actions within the battlespace (e.g., BDA), acommon
operational picture (COP), and the intent of the ETO to provide an overal and continual
assessment that actions at the operational level are in accordance with a campaign plan.

Results from thisinitiative are almost completely reliant on the analysis of processes. The basic types of
operational and tactical plans that need to be produced and general characteristics of organizations to
produce them in a maritime environment are understood and have been in use for some time. But, the

M PP executed by JFMCC is a significant departure. Even though there is some mapping of past processes
on the new organization, there are fundamentals in the processes that need to be investigated, understood,
and for which implementation recommendations need to be developed. Former FBES and Limited
Objective Experiments (LOES) have produced initial, but limited, information. This FBE-J process
anaysis produces the first set of detailed results. Using these results to produce a process model will then
produce quantitative requirements for successful M PP implementation.

The required process analysis has the following distinct, interconnected objectives:

Identify the products that are produced by the MPP process, information, and its flow, needed to
produce these products.
0 Thiswas proposed in pre-experiment CONOPS and observed in the experiment.

Identify essential process components in the MPP, the organization elements that perform those
processes, the interrel ationships between components, and develop and evaluate performance
parameters for component processes.

0 These processes were identified in pre-experiment CONOPS. An organization was
constructed based on CONOPS definition. Interrelations were defined in social-network
analysis of IWS chat data. Performance parameters are implied in results, but not directly
defined. The results are ambiguous due to combination of experiment organization,
technologies, and lack of control over experiment conditions.

Identify essential timing/synchronization within components of the MPP process, determine
whether required synchronization is achieved, and identify behavior cause-and-effect.
o Timing and synchronization are determined by context analysis, participant "requests for
information," commentary, interviews, and surveys.

I dentify relationships between the MPP process and other processes outside of it. [dentify
constraints and requirements these rel ationships place on the MPP process.
o Primarily related to execution in the maritime operations center (MOC), ISR management
and feedback to the ETO.
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Determine the requirements for decision support and planning tools and evaluate tools currently
in use within the MPP process.

It isimportant to note that there is much discovery at the current stage of the MPP process analysis rather
than quantitative analysis of well-developed processes. For this reason, the above questions do not form a
complete definition of needed anayses. Other important questions and results, undoubtedly related in
some way to the above, will emerge both during the experiment and analyses.

In support of the above objectives, the following data collection actions were undertaken:

The production of an MTO was followed, through an MPP. System constraints, further
requirements, doctrina implications, and utility within the scenario were determined.

Quiality and effect of collaboration between Joint and Principal Warfare Commanders on the
construction of MTOs, and subsequent execution were collected.

Instances of support to, and feedback of the results of MTO/ATO execution to the joint-
constructed effects tasking order (ETO) were noted.

MTO execution of events and changes to MTO requirements (MARSUPREQSs) were collected.

Recommended modifications to requirements for manning, tools and C2 to implement JFMCC
capability at sea were collected.

The following planning tools were considered, with regard to the quality of decision support
provided:
o TAPSVSS
Naval Simulation System (NSS)
Info Work Space collaborative environment
Knowledge Kinetics (K2)
Theater Battle Management Core System (TBMCYS)

O O Oo0Oo

5.2 Analysis Specifics
The following analysis objectives were specified in the data capture plan (DCP).

OLl. Determine if processes are sufficient to produce the products, information, guidance or
feedback necessary to construct an MTO from an ETO.

02. Where insufficient, determine contributors to lack of process, products, information,
collaboration or control.

O3. Determine if decision support tools are enablers to decision making within the JFMCC
process, or where lacking, what decision support tools are required.

O4. Characterize the information bandwidth requirement to conduct the JFMCC process afloat,
and network characteristics, related to normative, specific events and usage distributions.

O5. Construct a mapping of intra-process constraints and synchronization across processes.

06. Investigate MMAP contributions to the USN mission and interactions with other processesin
the MPP.
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The Data Capture Plan also specified the following measures associated with these objectives.
Quantification methods for these measures were not specified.

M1. Manning sufficient to perform functions outlined in MPP CONOPS.

M2. The experimental JFM CC maritime planning process does/does not adhere to the
experimental MPP CONOPS.

M3. IFMCC MPP idlis not a capable means to coor dinate requirements.

M4. Planning tools (NSS, TAPS-VSS, Knowledge Kinetics (K2) contribute to MTO production
and synchronization of assets.

M5. TBMCS is successfully used to trandate MTO into an ATO format.

M6. Future planning cell (FPC) produces atimely and effective maritime operations directive
(MOD) (as determined by requests for information, or re-work required to pass the MOD forward in the
process).

M7. The FPC maritime operations directive is coupled to process in which maritime intelligence
cell information (combat assessment, current enemy situation, €tc.) is used.

M8. ISR plan developed in the MPP is flexible and adequate to support MTO (related to
requirements for amplifying information, or reconstruction of ISR plans already forwarded).

MO. That the current planning cell (CPC) accomplishes the following tasks: prioritize tasks, focus
efforts, apportion resources, articulate desired effects, conduct platform-mission pairing, ensure timing of
missions.

M10. The CPC synchronizes maritime support requests (MARSUPREQ) requirements in terms
of time, space, and assets (includes surface fires and TACAIR employment (related to requirements to fill
information voids--using requirements for information (RFIs) or other information means; that
coordinating instructions or other change is not required after CPC processing).

M11. The MTO production cell adequately synchronizes MTO with JFHQ and components
(related to instances in which conflicts emerge after MTO is sent to PWCs).

M12. Web-based collaborative tools are sufficient and useful for the current planning cell and
FPC to accomplish tasks

M13. The CPC produces an MTO that was stable, timely, flexible, and executable.

M14. Interfaces between processes support participant's use of graphica user interfaces (GUIS)
and web tools (human factors).

M15. The workload of current planning cell and future planning cell isin line with workload
requirements in a high tempo, operationa environment.

M16. Converging the MTO into the ATO format meets component commander’ s requirements,
and PWC's requirements.

M17. VSS-TAPS produces situational awareness visualization useful to decison makersin
employing effects in the battlespace.

M18. Knowledge Kinetics workflow tool provides accurate, useful and timely processing
information related to the production of multiple MTOs by contributing situational awareness of internal
MPP processing to JFMCC CPC and FPC staffs.

M19. Tools and processes are used to synchronize the master maritime attack plan (MMAP)
(related to shortfals in required information, innovations in use of tools at hand, and documentation of
capabilities shortfall).

The following, pertinent context questions arose during FBE-J execution:
Q1. What responsihility was assigned to the JFMCC by the JFC? (JP 3-32: “The JFC will
establish subordinate commands, assign responsibilities, establish or delegate appropriate

command/support relationships and establish coordinating instructions for the coordinating
commanders.")
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Q3. What forces were assigned to the JFMCC by the JFC at the start of the experiment? Did these
force assignments change as the experiment progressed?

Q4. Was a JFMCC area of operations (AO) established? How? (When an AO is defined for the
JFMCC, the maritime component becomes the supported commander per JP 3-32.)

Q5. Were the authority and responsibility of the JFMCC in agreement with JP3-32, Chapter 2,
and paragraph 3? Were they modified during the course of the experiment? (Note in particular that the
JFMCC, “Provides the Deputy Area Air Defense Commander (DAADC) for maritime-based air and
missile defense or joint theater missile defense (JTMD), as assigned by the JFC.”)

Q6. What operational control (OPCON) and tactica control (TACON) relationships were defined
by the JFC at the beginning of the experiment, and how did these relationships change? Did implications
for inter-component collaboration arise as a result?

Q7. What support relationships were defined by the JFC between components at the beginning of
the experiment? Did these changes produce cross-component operational problems? Why and how? What
was done to resolve them?

Q8. What relationships and mechanisms existed between the JFM CC and JFC to provide for
feedback and control? Were there examples of the quality of these relationships?

Q9. How was targeting authority passed to JFMCC, and when?

Q10. In what JTF boards, groups, and cells did the JFM CC have representation? (The JFMCC is
to maintain liaison with other service and functional components and agencies.)

Q11. What examples of coordination and deconfliction can be cited, in which there was a
coordination or deconfliction recommendation to JFC, other components, or agencies?

Q12. Did the JFMCC C4I SR architecture and plan support JFC operational regquirements?

Q13. What examples of recommendations from the JFM CC to the JFC for movement and
maneuver of assigned forces emerged in the course of the experiment?

Q14. How were the JFMCC alternate courses of action (COAS) developed, tested and prioritized?

Q15. What was the joint targeting concept established by the JFC? What did it include?

Q16. What were the relationships established between JFMCC and JFACC for targeting
responsibilities at the beginning of the experiment? How and why did this relationship change over the
course of the experiment?

This experiment was exploratory in its learning objectives, resulting in alack of one-to-one mapping of
the objectives, measures, and questions onto the MPP system results.

521 Experiment Design

Details of the operational and coordination level of FBE Juliet are found in the Experiment Plan
published shortly before experiment execution. Each of the experiment initiatives shared some
requirements for data and control of conditions. Each initiative area a so had specific learning objectives
for the experiment.? However, specific data design to meet experiment objectives was hampered by lack
of design control by experiment designers. For the JFMCC MPP initiative, lack of experiment design had
systemic (cascading) impacts on experiment control. These system effects became constraints to the
production of useful experiment data, and are accounted for in the consequent constraints to analysis that
results. These are stated for the purpose of bounding experiment results in this report, and as learning
opportunities for future complex experiments. Specifically, for the MPP initiative:

FBE Juliet was planned and executed within alarger effort, Joint Forces Command's
Millennium Challenge 02. Experiment control of the scenario was not possible at the level of
the Maritime Component Commander.

! Navy Warfare Development Command, FBE Juliet EXPLAN, July 2002.
2 Meyer Institute, Naval Postgraduate School, FBE Juliet Data Collection Plan, July 2002
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Anaysis objectives at the Joint level were gresatly different from those of the Maritime
component, resulting in lack of data resolution required to meet some of the Maritime
Component objectives. For example, quantitative data to produce TCT timelines was of
interest to the Maritime Component, but at the Joint level, qualitative surveys of participant
expectations were sufficient.

Within the Maritime component, most of the experiment objectives revolved around two
categories of interest, 1) process, and 2) technology. With both of these being immature,
understanding the performance of process becomes very difficult when combined with
misunderstood, or immature technology.

Simulation is necessary to complex experimentation. However, the Joint experiment tended
to over-play the tactical level of simulation, to the point that simulation operators were
expected to fight their platforms as if involved in actual combat operations. While Juliet was
focused at the process level of data collection, platforms could be lost from inadequate
tactical employment by simulation operators, and not as a result of organization, C2, or
process.

Iterations of conditions or variables were not possible. With the Joint experiment in the lead,
the decision was to employ nearly complete free-play, vice scripted events. This was vauable
as awargame experience, but worked against any possibility of resetting conditions for
multiple iterations. In addition, it was very difficult to employ a Master Scenario Event List.

For this mixed type of play there was not an opportunity to provide effects feedback into the
process because there was little real correspondence between planning and execution play.
This led to an unredlity in planning and led to such things as reiterations of plans that were
similar (nearly identical as someone reported) to those provided earlier. Also, it meant that
there was no way to determine if a plan had been successful, and there was no learning for the
planners.

5.3JFMCC/MPP Baseline M odel

A "basdlineg" for the MPP refers to a current iteration of the concept, organization, technologies and
supporting structures present at the beginning of the event. Because the JFMCC MPP is not a standard
used throughout the Navy, no other grounding reference is possible. One difficulty with attempting to
basdline this initiative for comparisons is the tendency to conduct rapid prototyping of the initiative
during experiment execution, resulting in low stability of what was being observed. Also, metrics for
comparisons are not available.

531 Background

The maritime planning process (MPP) was devel oped in the course of FBES Hotdl through Juliet. In
genera the concept was intended as a response to the principal issue that: "The Maritime operational
planning/execution process is not optimized to integrate Navy core competencies into the CJTF campaign
doctrine."®

3 Navy Warfare Development Command briefing, Maritime Planning Process Description, "Issue Statement.”
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A concept of operations (CONOPS, "basdine") document was produced to define the operational means
answering the above issue In addition, this baseline experimentation document was intended to provide
input to a Joint publication.®

This section will summarize important aspects of the MPP as it was designed specifically for FBE Juliet.’

In this experiment, the MPP was intended to be an incremental step bridging past experimentation (FBEs
H and 1) and a next iteration of a Joint Publication (JP 3-32) or Navy Warfare Publication. In thisiteration
of the concept, the MPP was designed to specifically deal with shortcomings in Navy operationa
planning. The concept of operations (CONOPS) expresses these shortcomings as:

"Currently, the nava operational level planning processis not well defined and does not
dynamically prioritize and assign joint maritime tasks to multi-mission platforms. Nor does it then
position those platforms to best perform the tasking of the naval mission in the littorals, al within
the construct of a Joint Task Force. To synchronize and schedule these naval air, surface, and
subsurface platforms, these units must operate within a planning and execution process to use the
limited platforms across surface warfare (ASUW), strike warfare (STW), mine countermeasures
(MCM), air defense (AD), undersea warfare (USW), amphibious (AMW) while applying “in-stride
tactics,” not sequentia tasks. The JFMCC does not have a defined process of selecting precision
targets, applying appropriate assets to those targets, wargaming for optimal positioning and
scheduling, promulgating this plan in a CITF parsable format and then execute the plan while
conducting time sensitive target acquisition, engagement and assessment utilizing dynamic weapon
target pairing.”

FBE Juliet provided the venue for iteration of the MPP, but with the following constraints:

The MPP would not replace the need for functional naval warfare commanders. Principle Warfare
Commanders (PWCs) would still be required for tactical planning and execution of plans. PWCs
for FBE Juliet included:

0 SeaCombat Commander (SCC, which aso included duties as the ASWC and Surface
Warfare Commander, SUWC),

Mine Warfare Commander (MIWC),

Strike Warfare Commander (STWC),

Information Warfare Commander (IWC),

Amphibious Warfare Commander (AMWC), and

Air Defense Commander (ADC).

O O O0OO0Oo

The MPP would be required to support deliberate planning of a maritime campaign tasked with
several separate naval warfighting missions.

Many decision, planning, and awareness tools would be necessary to assist separate warfare
areas. None were available to tie together all maritime missions together, yet such atool isa
requirement for a successful MPP.

* NWDC produced "FBE Juliet JFJMCC Concept of Operations"
5

JP3-32
® The baseline documentation for these processesisincluded in the draft of JP 3-32, " Command and Control of Joint
Maritime Operations," and in"Concepts of Operations for Maritime Planning Processin FBE-J." Multiple
briefings, point papers, and e-mail memoranda provided additional information.
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532 MPP Processes

An iterative model of the MPP is included in the CONOPS, beginning with a Maritime Operating
Directive (MOD).

Upon JFMCC approva of the MOD, Principle Warfare Commanders (PWCs) submit maritime
support requirements (MARSUPREQS) to the MPP current planning cell (CPC).

Subject matter experts, employing a variety of collaborative and decision support tools, produce a
master maritime attack plan (MMARP), for approval by the CPC Chief.

Upon approval, a maritime tasking order (MTO) is produced, for approva by the JFMCC.

In FBE Juliet, the approved MTO was then forwarded to the Joint Forces Air Component
Commander (JFACC), for inclusion in the Air Tasking Order (ATO). The ATO was then
effective within the Joint Task Force, and was passed to the MOC for further distribution to the
PWCsfor execution.

Assessment of execution results would be fed back into the next iteration of the MPP.
The time scale for a complete iteration of the cycle is 72-hours.

At amore detailed level, the MPP can be described as a set of sequential, interdependent (but also fairly
linear) steps:

STEP 1 — Draft the MOD. The future planning cell drafts the maritime operations directive
delineating maritime operations to support the CITF campaign plan. The MOD is distributed to
Principal Warfare Commanders. Each day the JFMCC would focus priorities set forth in the PEL
and ETO based on battlespace dynamics and campaign tempo. (There were additional inputs to
the MOD, including a prioritized effects list (PEL) and effects tasking order. These, aswell as
their relationship to the MOD production process, are defined later.).

STEP 2 — Development of MARSUPREQs. Principal Warfare Commanders take the tasks
directed by the JFMCC in the MOD, as modified by daily guidance, and submit to the FMCC a
listing of assets required to accomplish the tasks required to support the commander’s prioritiesin
formatted maritime support requests (MARSUPREQS).

STEP 3 — Develop the master maritime attack plan (MMAP). The current planning cell (CPC)
combines tasks encompassed in the MOD, mission plans from PWCs submitted in
MARSUPREQs, and current tactical environment to develop prioritized tasks, scheme of
maneuver, apportionment, and desired effect for the next 48 hours, and detailed in a maritime
master attack plan.

STEP 4 — Collaboration between PWC'’s, around the MMAP. The MMAP is distributed
electronicaly (in FBE Juliet, this was through the SharePoint Portal Service web space) to
appropriate planning groups located within each PWC staff. Warfare commanders collaborate
with the current planning cell to modify the "shell" (an interface designed for this purpose) to

" Theterm "MOD" had previously been referred to as the Joint Maritime Operations Plan (JMOP).

79



incorporate platforms. This could aso include preplanned mission and asset pairing; the expected
sequence in which missions are to take place, time-on-target estimates, collection requirementsto
measure desired effects, and any other specific detail only available at the warfare commander
level.

STEP 5 — Produce the maritime tasking order (MTO). In the baseline CONOPS, after the PWCs
have agreed to the master maritime attack plan and it has been approved by the FMCC, the MTO
production cell coordinates missions with the JFACC and JFLCC and consolidates this
information into asingle MTO, for promulgation. In the experiment, the output of the MTO
production cell was sent directly to the JFACC for inclusion in the ATO, and subsequent
publication within that document.

STEP 6 — Execution of the MTO and time critical targets (TCTs). A Maritime Operations Center
(MOC) executes day-to-day missions published within the MTO (or in the case of FBE Juliet, the
ATO, hereafter referred to as M/ATO.) and asserts dynamic battle control of emerging targets and
requirements. Modifications to the M/ATO are published here. In addition, the MOC dynamically
manages | SR assets, and is central to distributing feedback of battlespace damage assessments to
the MPP.

STEP 7 - Combat Assessment. The maritime intelligence cell assesses maritime battlespace
results and as quickly as possible, provides appropriate feedback at the required levels of the
process.

Figure 5-1 shows the flow of information from the Joint Force Commander staff down through the
various Navy levels of command to execution, and the feedback back up the chain. The principa products
between the levels are Commander’ s Guidance, effects tasking order, maritime tasking order, maritime
support requests, and direct commands to produce actions, which are not shown. Feedback is used as
input information at the beginning of a planning cycle. Feedback should also be inserted into planning
that is ongoing, which requires it be available at the proper time in the planning process if it isto be useful
in producing modifications.
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Figure 5-2 presents a more detailed view of the Navy FBE-J planning process. It provides a context data
flow modd view of JFMCC MPP, the related products from that process, and smple external
relationships. This view is based on what was devel oped in the CONOPS for JFMCC M PP, with numbers
associated with the steps discussed above.
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Figure5-2. JFMCC MPP Data Flow Process

Note that in the model above, the "JFACC to ATO" isnot filled in, to underscore that although it is
necessary that the MTO be easily integrated with other component planning documents, for the purposes
of this experiment combining the MTO with the ATO was necessary to comply with current doctrine.

5.3.3 Basdine M PP Decomposition by Process

The above view provides the "stepwise”" perspective of the MPP. However, a more functiona view of

MPP is one defined by interrelated processes. A process is defined as work or actions that are performed
by people, machines, or computers on incoming data flow to produce outgoing data flows. All data flows
must begin and/or end at a process, because data flows either into a process or results from a process?® In

8 Quite often the term "process’ isincorrectly used. The definition in this report is taken from Whitten, Bentley and
Dittman, Systems Analysis and Design Methods, 2001.
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other words, processes do work to information. The results of this work can only feed other processes, or
become part of arepository of information for use later by other processes. A process mode of JFMCC
M PP was produced prior to experiment, as a means to help develop a CONOPS, but was not used further
as ameans to understand interactions or metrics in execution of FBE Juliet.

Process to Coordinate Joint Forces Commander (JFC) Effects Tasking and JFMCC Operations: The
ETO isan output of the JFC, produced in collaboration with functional commanders and reachback cells
at the CINC's headquarters, supporting CINCs, and external agencies. ETO development is intended as a
continuous, interactive process between the plans team, component commands, and executing
organizations. The ETO expresses the Joint Forces Commander's intent by assignment of missions to
appropriate functional commanders that are designed to achieve specific effects and outcomes. After it is
developed, the ETO is passed to components. At the component level the ETO is articulated in
component plans. The JFMCC is responsible for the articulation of maritime plans to support the ETO.

Process to Produce a Maritime Operations Directive (MOD): This process specifies directives to
integrate and coordinate joint maritime operations. Producing the MOD serves to achieve the Joint Force
Commander's operational and/or overall campaign objectives. The MOD (which is modified as required,
and reviewed and approved by the JFMCC at the beginning of each MTO cycle) isacompilation of plans
used to achieve mission objectives based on the dynamics of the battlespace and the tempo of the
campaign.

Asagenera description of this process, the future planning cell (FPC) develops the JFMCC daily
strategy to accomplish JFMCC tasks. An integrated plan provides tasking to the Principle Warfare
Commanders (maritime component PWCs), with requirements for effects to be accomplished by the other
functiona warfare commanders (JFACC, JFLCC and JSOTF). Products from the FPC include an input to
the future ETO, inputs to a prioritized effects list (PEL), the joint integrated target list (JPTL), and the
MOD.

Participants in this process include the current planning cell Chief, and subject matter experts (SMES)
from Intel, Information Operations, Sea Combat Commander, ship to objective maneuver (STOM), strike
warfare, air defense, ISR (intelligence, surveillance and reconnaissance), mine warfare, ATFP (anti-
terrorism and Force Protection), logistics, and amphibious warfare. In FBE Juliet, SMEs provided
coordination and collaboration horizontally between other PWC SMEs in the current planning cell, and
vertically with the operational PWC. A representative from the current planning cell provided continuity
between the current planning cell and the future planning cell.

Maritime Support Requests (MARSUPREQ) Production Process: This process is the means by which
PWCs list required assets submitted by the maritime service components and subordinate commanders to
the JFMCC to accomplish the maritime tasks specified in the MOD.

The current planning cell combines tasks from the MOD with mission plans and asset requirements
submitted by PWCsin MARSUPREQs. The current tactical environment is an input to the CPC for
development of prioritized tasks, scheme of maneuver, apportionment, and the desired effects for the
coming 48 hours.

Maritime Tasking Order (MTO) Production Process. This process tasks specific missions related to
maritime forces and maritime operations. It also may be used to disseminate projected
sorties/capabilities/forces against targets to components, subordinate units and command and control
agencies. Specifics such as call signs, targets, controlling agencies and genera ingtructions are included.
Some of the specific maritime missions and sorties included in the MTO may duplicate other component



commanders task orders. In FBE Juliet the MTO was merged with the Air Tasking Order (ATO) prior to
publication and execution.

MTO Execution and Feedback Processes. These processes occur outside of the current plans or future
planning cells. However, feedback from the results of MTO execution is required as an input to planning
of follow-on MTOs.

Synchronization

Synchronization of interdependent processes is the most difficult task. The MTO is typically produced on
a 72-hour cycle, but can vary dependent on JTF battle-rhythm. Normally, three MTOs are in various
stages of production at any one time. During execution of an MTO, results obtained (damage
assessments) will impact planning of subsequent actions. These results must be inserted at an appropriate
point in planning and at the correct time, or planning process components must be adaptable to
modifications at any time. Battle damage assessment is the primary feedback from current operations.

Planning by PWCs occurs in parallel. However, it is possible that different missions will require the same
assets. When this occurs, coordination between PWC staffs must occur or there must be an adjudication
function. In either case, planned synchronization of processes must occur or there can be atime-out for
the more rapid process until the other reaches the asset deconfliction point.

Processing Capacity:

The rate at which required products can be produced depends on the processing capacity of the various
system process components of JFMCC and PWC staffs. In the absence of multi-tasking, it isfairly smple
to determine the capacity of each component and the manpower needed to complete expected workloads
within time requirements. However, multi-tasking in the MPP can be expected to occur. If a processing
component has more than one task, and if tasks overlap during processing, determining needed manpower
becomes complicated. It is not true that one can simply add the requirements for the two tasks because no
tasks are independent. Efficiency can be achieved if one component works on two tasks that are closely
related.

Process Reguirements - The Basaeline Modedl:

The following requirements provide the parameters for the MPP baseline model as employed in FBE-
Juliet. Baseline means these parameters reflect expected performance for JFM CC/MPP processes,
established prior to the experiment. Results are compared to this baseline and deviations noted. The
model consists of the above process architecture and process descriptions, and a set of expectations for
overal performance and performance of interna processes. At this point in MPP development, the
expectations are broadly stated and the parameters fairly loosely defined. The results of this experiment
provide recommendations for process improvement and better parameter definition to provide an
improved basaline model.

MPPin total:
- Produce one MTO per day.
Process three MTOs simultaneoudly
Provide daily effects summary to JFC
DPG courses of action analysis to FPC once per day

Future plans cell
Produce one MOD per day
Consideration of two future MODS in addition to current day



Deliberate plans group
Daily briefing a 1900

Current planning cell
Meset to de-conflict MARSUPREQs once per day prior to MMAP production
Produce one MMAP per day
Work on 2 MMAPs in queue

MTO production cell
Produce one MTO per day
Deconflict one MTO and ATO cycle per day

5.4 Experiment Design, Data Collection, and Analysis M ethods

Data collection and analysis focused on information content, information flow, and decision-making
within the MPP process. Figure 5-2, discussed above, set forth the processing components of JFMCC and
the products being considered. Information regarding processing performance was obtained for authority
relationships, synchronization with JFC processes, and the usefulness and requirements for decision
support tools. The basic quantities to be determined for al components of the MPP process, as
appropriate, follow.

Product quality is determined by its acceptability at the next for an input to their process. Thisis
measured by

0 Number of instances of request for clarification

0 Number of instances of request for additiona information

o Time spent on interpretation

0 Degreeto which an input provided boundary conditions or guidance.

Processing time is the elapsed time from the time the first datais provided that can initiate the
process to the time the product is delivered to the next component. In addition, elapsed times for
internal sub-processes are needed.

Process capacity is the number of operations that can be carried out per unit time. This appliesto
existing sub-processes, not the complete process for which one product is produced per day, and
for which the basic measures are its quality and the processing time. For example, devel opment
of the MMAP will require processing severa MARSUPREQs.

Process capacity has severa associated parameters that must be captured, which fal in the
context category. They are:

0 Number of personnel working on each sub-process

0 Instances of multi-tasking for personnel or units

0 Multi-task time overlaps.

Note that the above three measures are not independent. Processing time will depend on quality
of input information, etc. There is no current methodology for quantifying these correlations and
only weak methods for identifying them.



Coordination between production teams focuses on instances where there is possible or actual
competition for assets, e.g., MIWC and ASWC needing to use the same ships for their missions.
Two determinations are made:

0 Whether PWCs coordinate when producing their MARSUPREQs

o If this coordination does not occur, whether subsequent adjudication occurs.

Synchronization of processes is required throughout the MPP. This applies to:
o Information passed between processing components during planning
0 Feedback during and after execution
o Coordination of multitasking for the three smultaneous production cycles.

Bottlenecks or constraints to process performance are determined for information flow and
organization relationships, particularly for decision-making authority. The data are the number of
instances and when and where they occurred.

Authority relationships are mostly predetermined and part of experiment context. Of special
interest here are relationships when competition for assets occurs and what authority is utilized
for the resultant asset allocation.

The data used to arrive at the observations presented below come from a number of sources:

Subject matter expert observations

Participant surveys

Initiative stakeholder observations

Human factors

JFMCC briefings (including maritime operations directive decision briefings, and master
maritime attack plan decision briefings)

Maritime support requests

MTO catalogue

Battlespace context and scenario events

Principle Warfare Commander interviews

Chat room dialogue from Info Work Space (IWS).

5.5 Sub-I nitiative Observations

Due to the exploratory nature of thisinitiative, the results include a determination of how the various

M PP sub-processes were executed. Thisis described at the start of each of the following observation
subsections for each of the products. Included in the subsections are summaries of significant subjective
observations about the processes. Indications are that MPP is a process in evolution, not yet robust, which
is to be expected.

A subsection on synchronization of the various aspects of the MPP follows discussions of production of
the various products. Lastly, there is a discussion of the decision-support tools.

551 MOD (JMOP) Production Process

The maritime operations directive (formerly the joint maritime operations plan) specified instructions to
integrate and coordinate joint maritime operations to achieve the Joint Force Commander's operation or
overal campaign objectives. The MOD (which was modified as required, with at least an opportunity to



modify daily) was a compilation of plans used to achieve mission objectives based on the dynamics of the
battlespace and the tempo of the campaign.

Asagenera process, the future planning cell (FPC) developed the JFMCC daily strategy to accomplish
the JFMCC tasks. An integrated plan provided tasking to the Principle Warfare Commanders (PWCs),
with requirements for effects to be accomplished by the other functional warfare commanders (JFACC,
JFLCC and JSOTF). Products from the FPC include an input to the future ETO, inputs to a prioritized
effectslist (PEL) and joint integrated target list (JIPTL), and the maritime operations directive.

In this experiment the objective with regard to the MOD production process was to define the information
architecture, the decision support architecture, tools, and organizational impacts between issuing of the
ETO and production of the MOD via the FPC. Enablers and constraints to information, organization, and
decision-making were al noteworthy as data in this experiment process.

Contributors (members) of this process included the Cell Chief, and planners for intelligence, information
operations, Sea Combat Commander, ship to objective maneuver (STOM), strike warfare and air defense,
ISR, mine warfare and anti-terrorism, logistics, and amphibious warfare. A representative provides a
coordination function to the PWCs from the PWCs, and similarly a representative from the current
planning cell provides continuity between what is being planned for current operations and for future
operations.

The archived maritime operations directive (MOD) briefs were intended to delineate to the PWC’ sthe
operations to support the CITF campaign plan. The JFMCC future planning cell (FPC) was responsible
for the daily drafting of the MOD. The figure below shows a very basic description of the overall MOD
process.
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Figure 5-3. The Overall Maritime Oper ations Planning Process

The central "process box" from figure 5-3 can be further decomposed into discrete functions and
information needs. Figure 5-4, below illustrates al of the required inputs for a complete MOD.
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Figure5-4. Input Requirementsto the Maritime Oper ations Dir ective

Manning

Initially, the future planning cell was challenged to complete the MOD in atimely fashion. MOD briefs
were extremely concise (1 PowerPoint quad chart). On 25 July, the FPC created a deliberate planning
group (DPG). Its purpose was to assist the FPC in the definition of COAs for executing various tasks.
These included WME destruction and attack of the disputed idands in the scenario.

Workload with respect to MOD production elicited comments such as this from the FPC Chief:
"For MOD development, | was underutilized. The MOD (could) potentialy be a sub-cdl within the
current planning cell. | spent amajority of my time doing collaborative planning with the JTF."®

From the logistics planner within the FPC: "As logistics planner, | had lots of play in spiral 3 building
TPFDD and deploying forces. However, during execution, logistics issues were not being addressed as
part of the MOD. Thisis because PWCs were not articulating these up to me. The process | followed was
smply to remind other FPC planners to ensure that logistics issues were considered. As a member of the
logistics cell, | pushed current laydown and status of combat power for planning use. How much it was
used | don't know. My logistics crystal ball was only clear during high-level briefings rather than at the
PWC or JFMCC plans (level). Intelligence was put together from multiple sources and intel nodesto

° From survey of personnel, in response to the statement "Workload for my position is about right.”
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include targeting and effects/BDA. | used both the face to face and collaborative tools to form a predictive
picture to insert into plans.”

Other respondents reported negatively that their workload was not appropriate to their position, without
amplifying information. The result of this survey is ambiguous. It cannot be determined from data that the
workload is, or is not appropriate due to manning, or whether negative responses were indicating that they
were under-employed. A more focused and controlled workflow analysis should be conducted, followed
by execution in an experiment.

Information Content

Initidly the MOD, as evidenced by the MOD briefings, did not contain sufficient information. It
consisted of the following, presented in a single PowerPoint "quad chart" format:

Section containing a geographic map of the exercise region with major OOB assets depicted
Section outlining: objectives, desired effects, and component and PWC relationships
Section outlining: PWC tasks

Section setting forth concerns and issues, such as ROEsS, asset all ocations and shifts, etc.

Concern was expressed that the briefing did not present "clarity” and the impression was created that the
JFMCC Plans Chief wasin a“planning vacuum” and having difficulty getting a good view of the PWC's
3-day outlook. Also there was little feedback on operations. It was decided to provide much more
extensive information and also include a "current operations summary,” which would provide situational
awareness (SA) from the Principle Warfare Commander's perspective.

However, within the FPC the perspective with respect to applicability of MOD information was not
consistently the same as within the CPC:*°

"The MOD process still needs work. Lack of interface between FPC SMEs and PWCs (from the logistics
perspective) perhaps affected this. (The) MOD had to balance being too specific with being too broad.
Wanted the PWCs to have freedom to plan but within the bounds of the JFM CC intent/guidance.”

The FPC Chief agreed, however, that: "(We) Tried to respond to (PWC) needs. Info was available either
directly in the form or through links to files."

Finaly, with regard to JFMCC structure (referring back to the overarching question), the MPP provided a
structure within which to support the intent of the Joint ETO. That structure is incomplete, however,
lacking firm definition of maritime operations directive process, as evidenced by the need to create the
deliberate planning group early in experiment execution. Documentation of the baseline planning process
does not show the full range of inputs to MOD production. It mentions only “Feedback and assessments,
BDA, and Intel and data collection,” with nothing input from the joint planning process. The CONOPS
describes the future planning cell and adds the effects tasking order as an input, while aso discussing the
MPP asa TACTICAL (vice OPERATIONAL) planning model, despite numerous references to JFMCC
Planning as an operationa level planning process. Additional structure regarding the interface between
operational and tactical level planning and the role of the future planning cell is required.

Planning and reporting evolution demonstrated a need for the following information to be included in the
MOD:

Operations update

10 Response to survey question: "The MOD has detail required for PWCsto initiate planning.”
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From previous day, Mod K
a. MOD K force protection map
b. PWC tasking details
c. PWCissues
From SCC (Sea Combat Commander)
a. SCC asset-to-mission alocation scheme
b. SCC asset-to-mission alocation quad chart
c. Maritime superiority metrics- last 24 hours' histogram
d. Maritime superiority metrics- current histogram
e. Maritime superiority metrics focus areas quad chart
From ADC (Air Defense Coordinator)
a. Air defense for idand dispute details
b. Defense of Alphaldands map
c. SOH vice escort details
d. 3-ship dtrait patrol plan map
e. 2-ship dtrait patrol plan map
From IWC (Information Operations Warfare Commander)
a IWC MOD K06 details
From STWCC (Strike Warfare Commander)
a. STWCC MOD K06 details
From AMWC (Amphibious Warfare Commander)
a AMWC MOD KO06 details
From MIWC (Mine Warfare Commander)
Q-route map of the exercise area undergoing mine clearing ops
Second Q-route map of the exercise area undergoing mine clearing ops
“RECOMMEND CONOPS APPROVED”
“PROJECTED THREAT UPDATE"
Projected operational CITF-S threat graph
JFMCC weight of effort list
Force protection map
PWC tasking details
Issues details

TTQ o0 oD

Producing this quantity of information increases PWC inter-collaboration and planning and increases time
spent preparing Situationa awareness overviews for JFMCC.

All evolutions during the experiment indicated the need for additional resources if MPPisto be aviable
process.

The MOD needs to describe the JFMCC desires rather than present only alist of priorities.

Timeliness

The current planning cell doesn’t add the appropriate timely value to the direction given by the MOD.
They do not have the tools, information, or personnel to understand what changes are necessary to react to
current events. The MMAP becomes a sequential manifestation of the MOD.

" IFMCMIWSME2 to MIWC and SCC: MARSUPREQ shell for B28 has been created.... the
MARSUPREQs for B28 MOD are not due till 2100 tomorrow but we need your intent of
operations for 28 Jul by 2100 tonight.... MARSUPREQ inputs for A27 MOD will close out at 2100.
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Anything you want changed for today or tomorrow ops must be handled through the operations
CEI I .ull

"JFMCMIWSME2: I'll be reviewing the MARSUPREQs for B28 now to interpret your plan for
28th.... our next time deadline here is any hard target nominations you want 1SO C29 MOD which
was briefed at noon in aud 112."*

"JFMCMIWSMEZ2: Please rework your target nomination for MOD D30 using the Target
Nomination Matrix found on JFM CC home page --> Warfighting --> Targets...our understanding
here is that the raids will be helo born and this will be a requirement for follow-on logistics MIW
line 293"

"JFMCMIWSME2: One other item on FO1--1 left 1805 as one mission of 2 rhibs since they were
going to the same location.... your MOD dlide was very useful and it's the image for the MMAP
brief at 0530. MIW 530"

"I was the cell chief. | reviewed the MOD for approval. To get it ready, | led off the process by
developing the Commanders Intent on adaily basis. This started of the daily cycle. We had an
internal rhythm that culminated at noon each day with aMOD approval briefing."*®

The current friendly order of battle (Blue force list) was never up-to-date with al available assets at game
start or updated when assets were lost. MIWC was conducting covert ops long before tasked but would

not have been able to support the war if done with the MOD timeline. The MOD never stipulated what
not to do.

Collaboration

Processes within the MPP matured as participants learned to coordinate and collaborate tasks in the
course of the experiment. It was noted in participant comments that the CPC, FPC and MTO production
leads were competent at communicating with each other from the beginning.

"The cdlls act somewhat independently while producing their specific products, but the output of
one cell isthe input to the next. The leads were good at hashing-out, and explaining to their watch-
teams, details of the MOD, the MMAP, and the MTO so that the transfer of the plan from one cell
to the next plan went well."

As expected, there were points of conflict between the different process nodes in the MPP. However,
meetings between principles ironed out difficulties as operations progressed:

"There is too much ambiguity in the amphibious MOD process since JFLCC isn't following the
JFMCC process. The amphibious warfare FPC LNO is not clear on how to best deal with the
(individua needs between the) PWC (the AMWC) and JFLCC. They will meet at 0600 on 27 Jul to
refine their process."*®

1 Excerpted from IWC chat files for 25 July.

12 Excerpted from IWC chat files for 26 July.

13 |ine 293 of MIW chat files for 27 July.

14 | ine 530 of MIW chat for 31 July

15 FPC Cell Chief observation in survey

16 Comment from From the JFLCC Amphibious warfare LNO.
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Synchronization

A ddiberate planning group (DPG) was established to assist the FPC to consider, in greater depth and
detail, multiple courses of actions (COA). The intent overall was to improve internal JFMCC planning
and to try to better understand the needs of the supported PWC. This innovation to the process in the
course of experiment execution resulted from participant perspectives that the organization and
capabilities of the baseline FPC was too heavily tasked and too inexperienced, to properly consider
numerous COAs while creating the MOD in a 24 hour cycle. Also, the Current Plans Chief asserted not
having this as part of the MPP process amounted to a fundamental flaw in the baseline MPP. Leadership
of this group was provided by a participant dedicated specifically to this task, with inputs provided by,
PW(Cs, their subject matter experts as require, and LNOs. A 1900 daily DPG briefing was added to the
battle-rhythm schedule, as part of the FPC.

Initidly the DPG cell was tasked to concentrate on COAs for employment of potential weapons of mass
effect and campaign plans concerning the disputed islands included as part of the scenario (operations to
be conducted in day D+3). Additional DPG responsibilities were established:

Provide early coordination for deliberate planning efforts identified at JFC and JFMCC levels.

Provide an organized set of products to help the FPC "look™ three days in advance, with respect to
specified tasks, assumptions and limitations of COAs, missions, mission analysis,
recommendations, and threats.

Although the intent matched a perceived process requirement, the DPG was not provided any additional
tools to perform the functions required. It is also not clear that if provided an adequate COA analysis
capability, that the FPC would still require the DPG as a function apart from the FPC, or whether those
functions could be absorbed within the FPC. At the very least, the experiment provided this additional
requirement to the MPP.

Commentary by FPC participant:

"The DPG isjust getting moving. They are working on COAs for WME and the attack of the
disputed idands. They (DPG) may have arrived too late in the game to be effective for this
particular attack plan. The attack plans for WME and the disputed islands are to be executed around
D+3 (30 July), so they have little, if any, time to consider options and give inputs to the FPC before
the FPC begins the MOD process. FPC isworking MOD C, for 29 July, on the 26th, and MOD D,
for 30 July, on the 27th. The DPG has only afew dedicated workers, and the rest of the team is
pulled from SMEs and LNOs from the FPC and the CPC. These people are already working issues
with the PWC in their capacity as members of the FPC and the CPC. The DPG adds the additional
task of having the same PWCs develop CONOPS for optional plans that are more than three days
from execution. They are not necessarily over tasking the PWC, who is aso fighting the war, but
the DPG must be careful in keeping straight current plans, future plans, and potential future plans
when they are discussing these over the phone with the PWCs."*’

Of note in the above commentary is the multiple tasking of personnel to roles as PWC subject
matter experts, to the FPC, and to the DPG. Difficulty for individuals to maintain task identification
without ambiguity between these rolesis an issue for further human factors experimentation.
Specific instances of task ambiguity, mis-identification or confusion were not observed directly. It
is aso unknown whether the DPG was, or was not tasked to capacity in the course of the
experiment.

1" From JFMCC observer report and participant comments, 26 July.
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MOD

"The JFMCC plan cdl (FPC, CPC, and MTO) completed the first full cycle of MTO production -
from MOD A27, published by the FPC on 24 Jul, through MTO production and MTO-ATO merge
on 26 Jul. | believe the process went surprisingly smooth. The CPC watch leads drove the current-
plan cycle well, kept their subgroups pointed in the right direction, and established and met periodic
deadlines for the interim steps of the planning process (target noms, msrs from PWCs, MMAP
production). In Lcdr Evart's words, he feels the watch team is operating a a "high school V" level,
when they need to be operating at a college, div-I, level. The watchstanders are certainly till
coming up to speed with the JFMCC planning process, but they are doing it quickly."®

552 MARSUPREQ Production Process

The maritime support requests list assets submitted by the maritime service components and subordinate
commanders to the JFMCC to accomplish the maritime tasksin the MOD. A current planning cell (CPC)
combined tasks from the MOD, mission plans from the PWCs that are submitted in MARSUPREQs, and
current tactical environment to develop prioritized tasks, scheme of maneuver, apportionment and desired
effects for the coming 48 hours.

In this experiment the CPC was co-located with the FPC on the 5th deck of USS Coronado. It comprised
a CPC Director, subject matter experts from each principal warfare area, joint subject matter experts from
USAF (TACAIR, bomber, strike and ISR), an offensive coordinator for information operations, an ISR
coordinator, and a knowledge officer.

Aswith the FPC, data collection in this process was focused on the in-flow of information to the
membership (architecture, usefulness, timeliness, validity) to support decision-making that contributes to
collation of MARSUPREQs. Also, at thislevel of the JFMCC process, the PWCs are enabled to
collaborate between themselves to coordinate resources and plans. This cross-collaboration is critical to
the success of the process. Data collection with respect to collaboration sought to determine the scope of
the collaboration required for each PWC or SME, and other members of the CPC and FPC.

The following figure shows the process el ements required to produce a MARSUPREQ.
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Figure 5-5. Process Elements Required to Producea MARSUPREQ

Dynamic Re-Planning

Asthe processis currently structured, the FPC and CPC cannot participate in planning for the current day
or for tomorrow. MARSUPREQs for execution on D-3 must be submitted by 2100 on D-2. This means
they cannot use today's execution results in their planning process. After 2100 on D-2 al changesto an
MARSUPREQ become part of the execution process, handled by the operations cell. Thisresultsin
planning inconsistencies and inefficiencies.

There is a shift (by design) from the deliberate planning process (fed by MARSUPREQ's and coordinated
through the current planning cell) and the execution process (fed by LAWSADOCS and coordinated
through the MOC). MW125s are NOT appropriate as a tasking methodology in this concept because of
the dynamic nature of asset-to-PWC relationships. What needs to occur is an integration of MEDAL with
a COA or mission rehearsal tool to facilitate the deliberate planning process, as well as the operation of
the LAWSADOCS part of the execution process. These two "air gaps' would then be bridged by
automation tools to connect the COP (MEDAL for MIW) to the deliberate planning process on the one
hand, and the execution process on the other.

Dynamic re-planning is an unresolved problem in MPP.
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Process Efficiency and Manpower

The following are comments extracted from surveys of participants:™

“Lack of promulgation of information such as Q-routes, times of assaults, areas around islands need
by AMWC, the planning part of the MARSUPREQ was done mostly in a vacuum. One suggestion
for future experimentation is to put a person and the tools from each of the PWC cells directly with
the JFMCC and do al of the future plans at the JFMCC level.”

“MIW is so dynamic that the MARSUPREQ process was difficult to incorporate. The only way to
work with the MARSUPREQ process would be to incorporate a system that would allow changes
throughout the three-day timeline. | think the process increases the workload on the staffs. Not only
do you have to do MARSUPREQ's but you aso have to do the old way of tasking.”

“MARSUPREQ and MMAP database was not match with what was loaded in TBMCS...all UUVs
were absent from TBMCS and were al virtualy gamed.... improve this by turning MARSUPREQs
directly into TBMCS (the procedure did not look that difficult), thereby eliminating MMAPS.”

“It doesn't allow for short notice task easily. It appears that it has caused more work. MIW is avery
dow process that changes quickly. It is hard to make accurate plan three days in advance when as
more data is gathered the plan constantly changes, and with each mirror change there was a
mountain of MARSUPREQ to do. It seemsthat it would be easier if the MARSUPREQ were more
flexible.”

“As was played in FBE-JMC02, the MARSUPREQ submission-to-platform execution process was
manpower intensive and ended up taking too much of the staff's time when it could have been better
spent developing COAsin NMWS, evaluating the choices, and selecting one to support the
MARSUPREQ submission. Because the MARSUPREQ submission itself took so long, that could
not be done. The MARSUPREQ format itself was aso manpower intensive. Some time could be
cut if the PWC could have the ability to ssve MARSUPREQ shells and could merely select or cut
and paste to fill out the basic parameters required for the platform.”

“MARSUPREQ forms would work better for MIW if it was used in conjunction with GCCS-M
posit windows. For instance, if you selected a ship in GCCS-M and its update window appeared, it
would be nice to have an option for MARSUPREQ for that specific unit. Y ou should also be able to
use MARSUPREQS in the same format as CASREPS, CASCORS, and CASCANS. This would
provide up to date and accurate info with regards to dynamic changesin MIW.”

“We had to work around MARSUPREQS with opnotes and phone calls due to the increase of
dynamic planning.”

In figure 5-6, below, the number of MARSUPREQs submitted by each Principle Warfare Commander is
compared for each experiment execution day, beginning with "Series A" and ending with "Series 010." It
is obviousthat thisis alarge number, too large to be handled efficiently and alow for the needed
collaboration by the manpower that was available.

19 FBE-J Qualitative Survey, Mine Warfare — New Survey, Questions 1 and 2
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Figure 5-6. Comparison of the Number of Maritime Support Requests by Principle Warfare
Commander

55.3 Master Maritime Attack Plan (MM AP) Production Process

The MMAP is acompilation of tasks from the MOD and MARSUPREQSs, shaped by the current tactical
dynamics of the battlespace, to develop a prioritization of tasks, scheme of maneuver, apportionment, and
the desired effects for the next 48 hours of the operation. Figure 5-7 depicts this process.

“The JTF 72-hour planning cycle is more than a decade old. This cycleis driven by three key
events: the joint guidance, apportionment, and targeting (JGAT) board, MAAP/ MMAP, and
ATO/MTO production. There are many efforts to reduce this time line in order to be more
responsive. The strike or interdiction missions appear to be the long pole in the tent. There appears
to be no requirement to hold missions that do not require a 72-hour planning cycle, such as
defensive counter air (DCA), close air support (CAS), undersea warfare (USW), surface warfare
(SUW), etc. to such along lead time. The ability to schedule missions with short planning timelines
inthe MTO is probably a requirement for the MPP. Changes to the MTO were apparently
infrequently made to align with changing plans or ships out of action.”*°

20 Debrief comments by MTO Production Coordinator

97



Current Rules of Engagement
Current Enemy Order of Battle
Current Enemy Course of Action
l Current Friendly Order of Battle

Current Plans Cdll
MMAP Production /4 /
«Combine PWC inputswith othersinto draft | Draft ——— ¥
MMAP “MMAP Review draft
*Review combined PWC draft MM AP . MMAP
*Produce final MMAP Each PWC™

returns
reviewed MMAP
with comments

A\ 4
Maritime Tasking
Order
Production Cdl

Figure5-7. Master Maritime Production Plan Production Process

"The (MMAP) brief did not support (JFMCC) SA - (JFMCC) comesin at 0525, grabs a cup of
coffee, shows up at MMAP brief (which concerns plans for 48 hours ahead), and tries to get
situational awareness. There was nothing presented to him at the beginning of the MMAP brief to
connect where we are to what's coming down the road. Plans (not clear if thisis Future or current
planning cell Chief) eventualy presented some dides that brought the admiral some SA, which
were useful to him. JFMCC stated his requirement that the PWCs give him an overdl picture of
their intentions, and how those fit in the plan to support JFMCC and JFC objectives. Recreating SA
in the morning may be an artificidity of the experiment, since the Admiral is not living and
breathing the battle 24 hours a day, but is conducting other business.” *

21 Observer notes from 1 August 2002.



554 Maritime Tasking Order (MTO) Production Process

The MTO provides a means to task specific missions related to maritime forces and maritime operations.
It also may be used to disseminate projected sorties/capabilities/forces against targets to components,
subordinate units, and command and control agencies. Specifics such as call signs, targets, controlling
agencies, and general instructions are included. Some of the specific maritime missions and sorties
included in the MTO may duplicate other component commanders' task orders. To publish the maritime
tasking order in FBE Juliet, the USMTF ATO 2000 format was used to merge the MTO and ATO,
providing the CJTF with a single, searchable database of al maritime and aerospace missions within the
Joint operations area. Figure 5-8 depicts this process.

Guidance and :
I ntentions Alr Space
(JTEC, JEMCC Control Order
PWCY (HIEI)

A 4 A 4

MTO Production Cell
MTO Production Process

MMAP >

«Consolidate inputsinto draft MTO
*Add amplifying and special infor mation

lM TO
JFACC _
ATO |
Combine MTO with ATO Components
«Promulgate combined MTO/ATO MTO Execution

Figure5-8. The Maritime Tasking Order Production Process



555 MPP Synchronization, Manpower, and Production Quality

This subsection focuses on only processes within the MPP. It isarollup of the principa points presented
in the former sections concerning the various production processes. These are only processes interna to
JFMCC. Following thisis a brief subsection on interaction with the JFC and the ETO process in MCO2.

The MPPis aset of tightly linked sub-processes that cannot be carried out completely sequentially and
must be well coordinated. In addition, there are three production cycles going on simultaneously which
further complicates matters. In order for this overall process to work and to produce a plan of high
quality, the following considerations must be addressed:

a. The number of people needed for each sub-process to produce its product within the required
time

b. Alternately, the time required to produce a quality product given constraints on the number of
people available for that subtask

c. Thetotal number of people required for the MPP and how multi-tasking can keep that number
within acceptable bounds

d. Synchronization of people and product timelines so that multi-tasking is viable

e. Skills needed for required tasks and individual multi-skill-set requirements to enable multi-
tasking

f. Synchronization of information needed to produce the various products and of the products
along the production timeline.

Consideration f, above, may seem redundant with d but it is listed because of the need to synchronize with
information from the execution phase, which in a sense is outside the planning cycle. Actudly, the issue
of how to use information from execution in a deliberate planning process is one of the challenges
because of the inherently asynchronous nature of feedback from execution.

The following figures illustrate the synchronization challenge. Figure 5-9 shows the observed MPP
timeline for production of the MTO/ATO combined product to be executed on day 8. Thistimelineis
generdized in figure 5-10 to show parallel timelines for smultaneous multi-M TO production.

The following discussion focuses on the production of the MOD, MMAP, MARSUPREQSs, and MTO to
illustrate the basic production problems that occurred in the MPP. It is not definitive with regard to details
of personnel use and the status of the various products as functions of time. Sufficient information is not
available for that level of detail. There is enough information however, to identify the basic roadblocks
that occurred within the MPP process.

In the following descriptions the underlying assumption is that future planning cell personnel have a
single task, creation of the MOD, and that the current planning cell and the PWCs share some of the same
SMEs. This means that there is multi-tasking for production of the MMAP, MTO, and MARSUPREQs.
The above is not gtrictly true, but it is close enough to redlity to illustrate the basic design and illuminate
adjustments that need to be made to the JFMCC and the MPP.
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Example Planning Battle Rhythm
05Aug02 06Aug02 07Aug02 08Aug02
(JO5) (K06) (LO7) (M08)
0530 MMAP Brief MMAP Brief MMAP Brief MMAP Brief
(K06) (Lo7) (M08) (N09)
0600 Execute MTO Execute MTO Execute MTO Execute MTO
(J05) (K06) (LO7) (M08)
0600 JGAT JGAT JGAT JGAT
(LO7) (M08) (N09) (010)
0800 ISR Changes Due ISR Changes Due ISR Changes Due ISR Changes Due
(K06) (LO7) (M08) (N09)

0800 ISR Requestsin (L07) ISR Requestsin (M08) ISR Requests in (N09) ISR Requestsin (010)
1200 MOD Approval Brief MOD Approval Brief MOD Approval Brief MOD Approval Brief
(M08) (NO09) (010) (P11)

1300 Begin MOD creation Begin MOD creation Begin MOD creation Begin MOD creation
(N09) (010) (P11) (Q12)

1500 MTO to JFACC MTO to JFACC MTOto JFACC MTO to JFACC
(K06) (Lo7) (M08) (N09)

1630 TGT Noms Due TGT NomsDue TGT Noms Due TGT Noms Due
(M08) (NO09) (010) (P11)

2100 MSR’s Due MSR’s Due MSR’sDue MSR’s Due
(LO7) (M08) (N09) (010)

2130 Create MMAP Shell Create MMAP Shell Create MMAP Shell Create MMAP Shell
(M08) (NO09) (010) (P11)

2200 Create MMAP Brief Create MMAP Brief Create MMAP Brief Create MMAP Brief
(LO7) (M08) (N09) (010)

Figure 5-9. Scheduling of Time During Production of an M/ATO to Execute on 8 August

| Timeline for M/ATO to be Executed on M08 |
Create MMAP Brief
Create MMAP Shell MMAP Brief ~ Execute M/ATO M08
MOD Approval Brief JGAT MTO to JFACC l
1200 2130 0600 2200 0530 1500 0600
04 Aug 02 05Aug 02 06 Aug 02 07 Aug 02 08 Aug 02
1300 1630 0800 2100 0800
Begin MOD Target MSR’s Due
Creation Nominations
Due ISR ISR
Requests In Changes
Due

Figure5-10. Summary Timelinefor a Single M/ATO To Execute on 8 August
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The overall process of activity is shown in figure 5-9 and generalized in figure 5-10 to asingle M/ATO.

Figure5-11. The M/ATO Parallel Production Process

Figure 5-11 provides another perspective to show the parallel activity by MOD.

Figure 5-12 shows only the outline of production processes of interest to the analysis. This also shows the
elapsed times involved in each item’s production rather than the times at which actions and items within

the process are due. Each bar at the bottom of the figure represents 24 hours.

The production processes that are shadowed share personnel. The figure shows that three productions are
commonly going on at the same time. The results found in FBE-J were that some products took too long

to produce, some products were only small revisions of what had been produced formerly, and some
products were incomplete. (See former JFMCC personnel comments in this section.)
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Figure 5-12. Production Cyclesfor M/ATO

The solution to this production problem is to schedule work such that production processes are
segmented, with the segments coordinated. This implies that needed information is available and the
appropriate SMEEs are in place. This coordination requires a high degree of synchronization.

The block titled F-1 in figure 5-12 indicates the first time that feedback from the execution of MOD-1
would be available. After thistime, feedback will always be available as long as execution assessments
are being made. Thus, they would normally be available during the MOD process beginning on day four.
Asindicated in former sections, such feedback was little used during the planning process; used only by
the execution cell. This leads to obvious planning inefficiencies.

The synchronization of execution assessment feedback is an issue because it is available both semi-
continuoudly and aperiodically. Asthe process is presently structured, it cannot accept feedback at any
time during the planning process to effectively consider it in planning. This means that there must bean
improved process would incorporate a means to synchronize execution feedback with the rhythm of
planning. An effects cell that accumulates, assesses, bundles, and distributes the results to appropriate
planning functions at appropriate times could do this. These functions could provide not only proper
information phasing but aso a better product. This processis genericaly illustrated in figure 5-13.
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Figure 5-13. A Generic Synchronization Processfor Efficient Feedback

The light arrows indicate asynchronous input from effects observations. The heavy arrows indicate
scheduled input to the various planning cells. A crucial aspect of this assessment processis not just
scheduled inputs to planning, but that planning has a scheduled process for using this input.

5.6 Decision Support and Planning Tools
56.1 Maritime Asset Optimization Tool (MAOT)

Experimentation results from FBEs Hotel and India showed that visualization of assets, and the
optimization of those assets in response to the environment and planning, needs to be available directly to
the MPP. This becomes part of the MPP's ability to plan, adapt and re-plan dynamicaly. In FBE Hotel,
the visualization was a vertical paper map, on a magnetic board that supported magnetic bits representing
different assets for PWCs' use. FBE India attempted use of a"Knowledge Wall," and other electronic
means. Neither was useful as an "optimization” which is the principle on which the FMCC MPPis
based: Optimal planning is the efficient use of multi-capable platforms in a dynamic environment.

An optimization tool was proposed, and some devel opment work accomplished prior to FBE Juliet. One
of these projects included the use of a process model, identifying "use cases," but not optimizing the
assets. Although work continues on the problem, no useful tool for optimization was employed in the
experiment, leaving the MPP with another significant decision-making hole in the planning process.

56.2 JFMCC —-JFC Coordination in Effects-Based Operations

The ETO is the output of the JFC produced in collaboration with functional commanders and reachback
cells a the CINC's headquarters, supporting CINCs, and external agencies. ETO development is a
continuous and highly interactive process between the plans team, component commands, and the
executing organizations. The ETO expresses the intent of the JFC in terms of missions assigned to
appropriate functional commanders to achieve specific effects and outcomes. After it is developed, the
ETO is passed to components. At the component level the ETO is articulated in component plans. The
JFMCC isresponsible for the articulation of maritime plans that support the ETO.

In essence, the ETO and MTO processes are the same. ETO is at the JFC level and MTO at the FMCC
level. All of the above results and comments with respect to MPP thus might also apply to the ETO
process. A component of the JFC, the Standing Joint Force Headquarters, has an effects assessment cell,
the purpose of which isto modify the ETO in response to execution effects.
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In general, there was little observed connection between the priorities of the MPP process and the effects
that the ETO was seeking.

56.3 Theater Assessment Profiling System and Valuated State Space (TAPSVSS)

TAPSVSSisavisua display coupled with alogic engine that enables staff members from any
component, CJTF, or CINC to view measures of effectiveness and performance throughout all aspects of
the battlespace in arelevant context. The display aso provides for visuaizing the planned effects
progression on the enemy, and tracks unintended consequences in the JOA and beyond. This capability is
web-based and functions as a thin client, allowing web-accessed users at each workstation to view and
“drill down” within the datato reveal relevant issues about the battlespace. TAPS-VSSisbuilt in close
coordination with deliberate planning staff activities (COA development process). As conditionsin the
battlespace change, metrics can be adjusted, added, or removed -as needed. TAPS-VSSis designed as an
effects-based process medium that enables a self-briefing capability. This allows staffs to discontinue the
time-consuming practice of capturing disparate information, and then having to build presentation dides
manually. As a decision support tool, TAPS-VSSis able to portray both objective and subjective
information in arelevant display for any environment where the initial state or condition is understood.

For display, TAPS-VSS produced "spider-diagrams" of the battlespace. Defining selected measures of the
battlespace to be "vectors' which all emanate from the center of a graph produces a diagram similar to a
sunburst. Quantifying measures of effectiveness related to each of the vectors produces a point along each
respective vector. When all such points along their vectors are connected, a diagram that resembles a
spider web is produced. Its purpose is to graphically depict the aggregate of a campaign's effectivenessin
meeting the effects tasking, from which the measures of effectives were drawn. This roll-up of
information was intended to produce situational awareness for the JFMCC, and to allow feedback to
planners in the form of Commander's Guidance, that would then realign the boundaries of the state space.
In other words, if it became apparent that (as an example) "degrade enemy C2" was not meeting
effectiveness measures, then conceivably the Commander could then give more definitive and focused
guidance to improve the effectiveness of this portion of the campaign.

An example of TAPS-VSS diagram is shown in figure 5-14.

105



——1-Sep

——2-Sep « Effect 1A2: Red does not take action to impede
——3-Sep shipping.
Effect 1A2 « Effect 1B3: Red does not conduct fishing
Effect 1C5 ct 1B3 operations in disputed area.

» Effect 1B1: Red loses prestige on world stage.

Effect 1B1 » Effect 1B2: Red populace denounces
government actions.

« Effect 1B5: Morale in Red Navy is degraded.

Effect 1C6

Effect 1C2 Effect 1B2 , Effect B4: Red Navy lacks will to engage Blue
Naval forces.
Effect 1C1 Effect 1B5  © Effect 1C3: Blue gains international support for

actions against Red.
Effect 1C4 Effect 1B4 « Effect 1C4: Red loses international support and
“moral high ground”.
Effect 1C3 » Effect 1C1: Red populace lacks will to enter
conflict with Blue.
e Effect 1C2: Red unable to conduct
import/export operations.

» Effect 1C6: Red unable to operate from
disputed area.

Figure 5-14. Example TAPS-VSS Diagram.
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Figure5-15. TAPS Current Display During FBE-J
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TAPS-VSS Observations

The TAPS-VSS display in figure 5-15 was presented to the JFMCC on 29 July, as part of the maritime
operations directive brief. It was provided in response the JFMCC's request from the previous day that
metrics be associated with warfare tasks, in order to build a day-to-day situational awareness for decision
making. Theinitial conditions are in red, and the desired end state is the green dashed line. The gray line
shows the state of the previous day's actions on the state space. Purple depicts the analysis of damage to
the enemy to date.

Although the vector displays could be opened by clicking a cursor over each of them, thereby opening
high-resolution definitions of the measures of effectiveness and performance, this was not accomplished
in the course of the brief. Also, while the dide above depicts the environment for the Commander v. Red
state space, another TAPS-V SS display was created to specificaly show the environment of Blue.

Neither display was useful to the JFMCC however. "This may be an OK tool for gauging long term
effects, but it fails miserably as a day to day tool,” was a common perception. There were, however,
contributing factors that are related to this view of TAPS-VSSin FBE J.

TAPS-VSS was not integrated into the process for decision-making through the spiral process.
Therefore, there was limited understanding of its intended use and potential utility. This fact was
amplified by the JFMCC request for MOEs and MOPs, which are included in this model, but
were not judged to be useful, because they were not immediately visible.

TAPS-VSS was essentially a visualization of effects. However, there were many indications that
coupling between the high level effects tasking order (ETO), the prioritized effectslist (PEL) and
the maritime planning process (MPP) was not close (i.e., little direct relationship between each).
As aresult, there was little perceived need for information at this level.

As the experiment continued, there was a continually perceived need for the JFMCC to interact
with information at the tactical level. TAPS-VSS is neither designed nor suited to supporting the
tactica level. Rather, it is suited to providing high-level situation awareness, with the intent of
assisting in the development of the Commander’ s Guidance.

In future experimentation, it is advisable to bring this capability to bear throughout experiment definition.
Thisis an extremely information rich tool, and requires training of the operators and decision makersin
trandation and entry of information relevant to the associated measures for each vector. It also requires
very close coupling between an idealized effects-based campaign, and guidance for future intentions that
can be turned into plans through the MPP.

564 Web-Based Tools

Information and a comprehensive discussion on arange of collaborative tools, including those that
supported the JFMCC MPP, are contained in Chapter 15 and Appendix 5. Information on network
loading is contained in Appendix 9.

SharePoint Portal Server (SPPS) was a knowledge management success. The right data got to the right
user a theright time. Specifically, the data could be found (search capabilities), the data was the most
current (no other versions), and the data was authoritative (could be trusted). MC02/FBE-J may be the
first exercise to use a customizable web portal as a single source of data for storage and retrieval. SPPS
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was the one collaborative tool where Warfare Commanders or groups could publish and take ownership
of their data for JFMCC-wide use. Figure 5-16 depicts the usage of this resource.

The data from hit counters shows that in the first few days of the experiment, each major page received
250 to 1000 hits per day as users explored the portals content. Subsequently, there was a steady decline to
approximately 100 hits per page per day. Indications were that users were figuring out where to find the
data they needed and were spending less time “surfing”. During this same time there was an increasing
use of the search page starting at about 500 hits per day and increasing to over 1000 hits per day. It
appears this was because users became more familiar with the search functionality and found it faster than
“surfing.”

An important caveat to this successis that the JFMCC portal was not a real-time system. Its data often
lagged the battlespace action by hours, unlike IWS, ADOCS, and GCCS, which were actively used in
prosecuting the action. SPPS contained analysis and “knowledge’ that reflected long-term trends and
where the JFMCC was headed.

SPPS has several drawbacks that would need to be addressed prior to implementing it operationally:

Configuration control was difficult to maintain. The functionality demonstrated on the JFMCC
site required the modification of several core SPPS files, which required extensive familiarity
with the program so as not to lose data.

Standard tools for managing security should be developed. Managing security is labor intensive
and without tools, interest in maintenance soon wanes.

SPPS should be integrated with other collaborative tools. Users typically worked in either SPPS
or IWS, but not both. There would be vaue in linking these two programs and in linking SPPS
with other collaborative programs.

More and better documentation is needed to realize the full potentia of this program.
Information and a comprehensive discussion on collaborative tools, including those that supported the

JFMCC MPP, are contained in Chapter 15 and Appendix 5. Information on network loading is contained
in Appendix 9.
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Figure 5-16. Daily Usage of JFM CC SharePoint Portal Server

56.5 KnowledgeKinetics(K2)

There wasllittle visibility and utilization of K2 from the JFMCC lead's perspective. In concept, K2 was to
provide a visualization of the status of the JFMCC process for JFM CC support personnel to monitor. The
concept of a process workflow tool is sound; but use of the tool was minimal. It is aso possible that the
use of alinear workflow tool modeled on a linear workflow is inappropriate.

"K2 was limited in it’s ability to monitor the (JFM CC) process because the process was envisioned

as alinear sequence of events and in actuality was composed of a number of parallel events that
took place in a sporadic manner. Thus when the completion of a part of the K2 flowchart was
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entered, it was the culmination of a number of events and the details were not captured. So, what
was envisioned as alinear process became a series of overlapping parald tasks, leading to afinal
result."?*

In many cases, some of the sub-processes were never completed if the information was not needed or was
not available when the product was required. Additional information on the integration of workflow tools
in the dynamic environment of military operations needs to be devel oped.

Dynamic evolution of the JFMCC process throughout the experiment also limited K2 use. The flow
diagram used by K2 was the experiment basdline for the JFMCC process. A principle of the experiment
was to prototype by improving the process in-stride. However, the K2 flow diagram did not evolve. The
tool was more suited to mature process workflows vice experimental ones. As the JFMCC process
matured and changed, the less representative the K2 flow diagrams became. Post experiment web site
analysis shows that the K2 website had over 600 hits. It is possible that the majority of these system
inquiries were from technology monitoring and not process utilization. No evidence is available that the
technology was used in anywhere in the MPP.

Although there were a large number of new tools to be used in the experiments, there was no forma K2
training for any of the JFMCC staff. Due to the already high learning curve, the JFM CC staff was not
likely to be interested in further training in support tools.

Knowledge Kinetics Observations, Opinions, and Recommendations

Process. K2 may be useful if applied to a mature process, or if adequate time and effort are
expended to evolve K2 flow diagrams to accurately represent processes.

Detail. K2 must have enough detail to adequately represent the processes it will be used to
control.

Visibility. To be useful the tool would have to be visible to users, available and readily understood
in its application. K2 was not included in spira development, with consequences for user
visibility and training. While the K2 server was tested technically on Spiral 3, there was no
user/functional use.

Documentation. Make documentation readily available to the users.

Training. Train the users. If the tool is visualized to be part of the process, the tool should be
shown in the process.

Overall Evaluation. Although process visualization, monitoring, and control, as implemented by
the K2 tool, may be a good objective and a possible requirement for complex process contral, it's
application to the JFMCC process was incomplete, premature, immature, and less than successful.

56.6 Naval Smulation System (NSS)
The basic experiment design of the NSS demonstration in FBE Juliet was to locate the simulation

capability at the JFMCC CPC and FPC (onboard USS CORONADO), at the Sea Combat Commander
(SCC), located ashore at Fleet Combat Training Center, Pacific, and at China Lake in support of the

22 Observer report by web developer SME
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Strike Warfare Commander. The intent was to take inputs of current information, possible courses of
action by decision makers, and simulation MOESs to produce the most likely COA for execution. This was
to be done within the time span that would necessitate course of action analysis be available in

preparation for deconfliction of MARSUPREQs that would contribute to producing the MMAP, and the
production of the best possible MTO.

"NSS participated in previous Fleet Battle Experiments (FBES) and Wargames, most recently
Global ' 01, where it supported the Naval Forces (NAVFOR) Commander and provided a course of
action analysis (COAA) capability. Based in part from the successes achieved at Global 01, NSS
was alate add-on into FBE-J to test its capability as a planning and decision support tool for the
Joint Forces Maritime Component Commander (JFMCC) and Principal Warfare Commander
(PWC) within the maritime planning process (MPP). FBE-J represents the first in a series of
planned NSS-FBE integration events. Data from post-experiment analysis will be used to help
determine what capabilities or deficiencies exist with NSS as a JFMCC/PWC planning and decision
support tool. Furthermore, post-experiment analysis will help to focus development on refining and
expanding NSS capabilities so that the tool will better support the JFMCC/PWC planners in the
MPP during FBEs K/L."*®

"At the JFMCC levd, the parser did not function to the level expected due to software problems,
again causing a backup of data. This problem caused the NSS analyst to [perform] a man-hour
intensive crunching of data, and only allowed the NSS tool to complete the single task of
deconfliction of the MARSUPREQs for the entire duration of the experiment."**

Also, due to TMS database problems, NSS was not able to fully integrate itself in the planning process at
the Strike Warfare Commander. However, working in parallel, NSS was able to produce candidate plans
for weapon-to-target pairing to support strike missions.

A proposed stepwise process to fit within the MPP battle-rhythm was devel oped for the experiment. The
following are elements of that process. (A full description is available in the NSS Final Report cited in the
footnotes):

1. PWC receivesthe MOD

2. NSSused by PWC to develop metrics and help in determining the most appropriate COA for
upcoming 24-72 hours.

3. NSS operator smulates each COA, using reachback capability for computational support if
required.

4. PWC produces candidate plan, which is a shell for the MARSUPREQs to be submitted in the
next 24-72 hours.

5. NSS Anayst reviews results with the PWC planners, alowing them to visualize the their plan.
The planner can choose to either accept the plan or modify and send back to NSS for another
round of simulations based on the feedback received.

6. PWC accepts the chosen iteration with desired results and inputs the finalized MARSUPREQs
into the JFIMCC web toal.

7. NSS Andyst aboard the USS Coronado downloads al PWCs MARSUPREQs from the JFMCC
web tool to NSS program. NSS automatically determines a variety of different conflict types
(primarily time, distance, and mission).

8. Conflicts are brought to JFMCC planner’ s attention, who manually adjust conflicts (in
collaboration with the PWCs ) and modify the final draft plan.

ij SPAWAR PMW 153 "Final Report, NSS in Fleet Battle Experiment Juliet,” 03 September 2002.
Page 5, ibid
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9. The deconflicted and synchronized MARSUPREQs from the PWCs are submitted for MMAP
production.

The majority of NSS objectives in FBE Juliet were not conclusive. Technical problems described above
prevented full inclusion of the simulation within the processes for planning and analysis of plans.
However, some individual successes were attained, primarily by providing wesapon to target pairing for
STWC, and in the SCC.

Details of SCC interactions with NSS are more fully described in the PMW 153 Final Report. In generd,
some COA andysis was performed, and as relationships between the NSS analyst and decision makers
matured, the NSS analyst was able to begin "tuning" of the simulation to meet SCC needs, and there are
instances in which innovative approaches were established to improve results. The following vignette is
an example:

“Country Red's primary threats were high speed small boats (swarm attack) CDCM, specificaly
mobile C-802 launchers. The liaison officer and NSS analyst had collected Red Force small boat
data, and assessed this threat against a variety of assets via previous smulations and were able to
re-use a good portion of it for this scenario. From these previous simulations, the planners had
learned that to reduce the impact of the small boat swarm it was important to have early warning to
the threat launch so that they could be engaged while still in tight formation, in this way AC-130 or
helo assets were most effective in eiminating the threat. If the small boat swarm was allowed to
disperse, the effectiveness of single asset defenses went down significantly. Intel confirmed that
Red Forces would most probably launch small boat swarms in 20-30 boat strengths, 3-6
(Boghammer, PTG) of which would have CDCM launcher capability and the remaining would be
Boston Whaler type boats to provide OTH CDCM positioning for shore-based launchers.
Merchants would be escorted both ways through the SOH. Through simple time-speed-distance
caculation we found that in one day only two transits could be accomplished (a round trip took
approximately 20 hours). That meant that the planners had to find out how many merchants could
be protected by the DDG at one time."

NSS represents both technology and process. To fully understand its contribution to defining courses of
action, within the maritime planning process, both the MPP and NSS will need to be mature, and stable
within an experiment. In this experiment, the M PP was executed for the purpose of furthering
understanding of process, meaning that the processis not yet mature. Few of the participants had full
appreciation for the use of the range of tools that were at hand, and therefore did not extend to any greater
degree the utility of real-time simulation for decision-making embodied in NSS. Success at the SCC,
however, indicates the road ahead for future NSS development.

It is recommended that M PP process modeling be conducted, with NSS functionality contributing as a
single process. From here, the process model should be further refined to include the details of NSS
integration into the process, in paralel with stabilizing its technical difficulties.

5.7 Modeling the Inter action Between MPP and ETO

To support post-experiment analysis and the development of recommendations for planning process
improvements for inclusion in future experiments, a smulation of the maritime planning process
exercised during FBE-J was devel oped.

57.1 FBE-JMaritime Planning Process Simulation
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The FBE-J MPP simulation models the execution of the seven-step planning process outlined above. The
graphic below shows the top-level structure and functional outline of the modd.?® Each segment of the
mode contains a hierarchy of underlying logic to process, interconnect and execute the required sub-
functions and information exchange.

Mesasures of effectiveness were calculated relating to MTO production, MARSUPREQ production,
MMAP production, and overall resource staffing utilization.

572 Key Attributes:
In summary, the key attributes of the FBE-J MPP simulation are as listed below:

Based on measured and observed data taken during FBE-Juliet

Aligned with 72 hour cycle joint-service battle rhythm

Accounts for resource constraints and staffing levels available to support plan development
Accounts for interdependencies and feedback occurring between planning sub-processes
Measures the flexibility of the overall planning process to accommodate change and re-planning
required as aresult of changes in the battlespace observed during plan execution

000D O

2 The FBE-J MPP simulation was built using the commercially available Extenda simulation software.
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Figure5-17. The JFM CC Maritime Planning Process Simulation

573 Input Parameters

Relevant input parameters were obtained for each warfare area from data observed in FBE-J.

574 Mode Execution

The FBE-J MPP simulation is structured around the seven-step planning process described above and is
aligned with the 72 hour battle rhythm depicted in Table 5-1 below. With respect to the results presented
later within this document, the end objective is to measure the performance of the planning process used
during FBE-J, and to identify those areas within the planning process that limited performance in order to
develop recommended changes in the planning process and/or areas where technology insertion would be
most effective.

The FBE-J simulation is intended to provide a basdline for comparing the relative value of future process,

organization, and technology improvements, and to assist in the development of future planning process
development and wargame design.
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Example Planning Battle Rhythm
05Aug02 06AUg02 07Aug02 08AUg02
(J05) (K06) (LO7) (M08)

0530 MMAP Brief MMAP Brief MMAP Brief MMAP Brief

(K06) (LO7) (M08) (N09)
0600 ExecuteMTO Execute MTO ExecuteMTO Execute MTO

(Jos) (K0B) (LO7) (M08)
0600 JGAT JGAT JGAT JGAT

(LO7) (M08) (N09) (010)

0800

ISR Changes Due
(K06)

ISR Changes Due
(LO7)

ISR Changes Due
(M08)

ISR Changes Due
(N09)

0800

ISR Requestsin (L07)

ISR Requests in (M08)

ISR Requestsin (N09)

ISR Requests in (010)

1200

MOD Approval Brief
(M08)

MOD Approval Brief
(N09)

MOD Approval Brief
(010)

MOD Approval Brief
(P11)

1300

Begin MOD creation
(N09)

Begin MOD creation
(010)

Begin MOD creation
(P11)

Begin MOD creation
(Q12)

1500 MTO to JFACC MTOto JFACC MTOto JFACC MTOto JFACC
(K06) (LO7) (M08) (NO9)

1630 TGT Noms Due TGT Noms Due TGT Noms Due TGT NomsDue
(M08) (N09) (010) (P11)

2100 MSR’s Due MSR’sDue MSR’sDue MSR’sDue
(LO7) (M08) (NQ9) (010)

2130 Create MMAP Shell Create MMAP Shell Create MMAP Shell Create MMAP Shell
(M08) (N09) (010) (P11)

2200

Create MMAP Brief
(LO7)

Create MMAP Brief

(M08)

Create MMAP Brief
(N09)

Create MMAP Brief
(010)

Table5-1. The JFMCC MPP 72 hour planning cycle

Step One: Develop the MOD

The total timeline addressed within the smulation is measured from the time a given MOD cycle
originates to the time at which the MTO is passed to the JFACC for joint coordination. The top-level
module titled “ Future Plans Cdll” in figure 5-17 contains logic for modeling the devel opment of the
maritime operations directive. Within this module, an item is generated at 1300 hours daily corresponding
to the beginning of a new MOD cycle as depicted in Table 5-1, above. Each day the beginning of a new
MOD cycle was initiated while processing of the current and prior MOD cycles are on going. In this way,
the model accounts for the fact that multiple MOD cycles are being processed simultaneously, each in
various states of maturity. By running the simulation over an extended period of timeit is possible to
measure the performance of the system as observed over many MOD cycles.

As MODs are developed within future planning cells they are passed to the JFMCC module for approval.
Asindicated in table 5-1 above, JFMCC approva of agiven MOD occurs as a result of ameeting held at
1200 hours the following day. The implication of thisis that even though a MOD may be complete and
ready for review, that review does not occur until the JFMCC approval meeting takes place. Thisisa
good example of how the battle rhythm itself imposes a constraint on the process. The output of the
approval meeting is either an approved or disapproved MOD. Approved MODs are passed downstream to
the PWS module thereby triggering the initiation of the next step in the process. Disapproved MODs are
returned to the future planning cell for revision and resent back to the JFMCC for approval. Revised
MODs are assumed to receive immediate attention and are reviewed directly upon receipt. The fraction of
MODs approved or disapproved is controlled within the simulation by means of a probability factor. In
the baseline case, this factor is set at a 90% approval rate.
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Step Two: Develop Maritime Support Requests

The module titled “PWCSs” in figure 5-17, models the process of MARSUPREQ devel opment performed
by the staffs assigned to each primary warfare commander area”® The size of the staffs assigned to
develop MARSUPREQs across each warfare areais controlled within the smulation by means of
resource pools. These pools represent shifts of people that are allocated to perform various tasks, as
available. In this way, we directly account for time delays resulting from a resource not being available at
the current time to execute a given task because that resource is busy elsewhere. Tasks may be prioritized
such that alower priority activity may be stopped part way through if a higher priority job comesin. An
additiona load on the system is due to the fact that multiple MARSUPREQSs corresponding to MOD
cycles make arein work at any given time, but the pool of people available to process and/or revise the
plans is fixed.

Within MARSUPREQ development, sub-process are defined for 1) initial MARSUPREQ generation, 2)
MARSUPREQ coordination at the PWC level, and 3) MARSUPREQ revision and modification due to
feedback from battle assessment. Each of these sub-processes are defined by the time it takes, on average,
to perform the task and the personnel required to perform the task.”” The percentage of MARSUPREQs
that need to be modified or regenerated as a result of combat assessment or a change in commander’s
intent is controlled by means of an input probability factor.

The number of MARSUPREQs generated and processed during FBE-J varied significantly across each
warfare area. Figure 5-18 presents data collected during the experiment showing the number of
MARSUPREQs processed during the course of the experiment.

26 pWC staffs are divided between MIWC, STWC, SUWC, ASWC, ADC, IWC, and AMWC warfare missions.
27 Distributions for the time it takes to perform a given task are input into the simulation based on measured and
observed data taken from FBE-J post-experiment analysis
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Figure 5-18. FBE-J MARSUPREQ Throughput by Warfare Area

For the purposes of baseline analysis, a MARSUPREQ generation rate corresponding to series D30 was
chosen as areference condition.

Referring to table 5-1, a battle rhythm related constraint imposed on the system was the MARSUPREQ
cut-off time. For any given MOD cycle, MARSUPREQs would be accepted only up to a scheduled cut-
off time. Approximately 32 hours was available from the time an MOD was approved until the time at
which no more MARSUPREQs would be accepted. MARSUPREQs not fully processed by thistime
would not be included in the current corresponding master maritime attack plan (MMAP). Key metrics
within the smulation include the number of MARSUPREQs generated within the prescribed timeline,
and the variation in system performance due to changes in staff sizing, number of MARSUPREQs
required, and other related parameters.

Steps Three and Four: Develop and Coordinate the Master Maritime Attack Plan

The module titled “Current Plans Cell” in figure 5-17, models the process of MM AP devel opment,
coordination, and adjudication. As MARSUPREQs are generated by each of the PWC staffs they are
passed to the current planning cell for incorporation into a master maritime attack plan. Sub-functions are
included to account for the:

Initia review of incoming MARSUPREQs to determine if they are both complete and contain
sufficient information

Process of generating additional information, as required

Process of loading the MARSUPREQs into the MMAP.
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Within the simulation these sub-processes are modeled in terms of time delays and resources required.
The MMAP is not complete until all MARSUPREQs have been incorporated.?® Once the MARSUPREQs
have been incorporated into the MMAP shell, the draft MMAP is passed back to the PWC staffs for
coordination and approval. This coordination step takes additional time and imposes additional tasking on
the PWC and CPC staffs.

Step Five: Develop the Maritime Tasking Order

Once the MMAP has been coordinated and finalized, it is passed to the MTO production cell responsible
for developing the maritime tasking orders. As with the preceding steps, the time it takes to develop the
MTO was characterized by random distributions selected based on data taken and observed during the
actual experiment.

Steps Six and Seven: Execute the Maritime Tasking Order and Perform Combat Assessment

Modeling of the actual execution of the MTO and subsequent combat assessment was beyond the scope
of the current effort. Rather, the focus here isin the planning process used to develop the maritime tasking
orders. However, the ability of the system to respond to a requirement to re-plan missions and tasking
orders based on combat assessment or other events was accounted for.

575 Sample Results

Results have been generated using the FBE-J ssmulation for comparison against actual data collected
during the experiment and observation provided by personnel involved in the experiment.

The following charts provide a summary of top-level results. Five key top-level measures of effectiveness
are presented:

Time to develop the MTO

Percent of MTOs developed within the required 72 hour planning cycle
Percentage of MARSUPREQs generated and processed within required deadlines
Loading and utilization levels for each of the warfare staffs.

Figure 5-19 presents the top-level total end-to-end timeline for developing the MTO. The x-axis of the
chart represents scenario duration. Superimposed on the chart is the 72 hour threshold required by the
battle rhythm in order for the MTO cycle to link up with the Air Force ATO cycle. While these results
were generated over along scenario duration, the input assumptions and scenario conditions were held
fixed for any given run. In thisway, the system is alowed to run over along duration in order to achieve
steady state and observed any changes over time for a given set of input parameters.

As evidenced in the results, the time taken to develop the MTO is increasing over time indicating an
increasing backup in the overall process. Inspection of data generated within the simulation indicates that
the current planning cell is the principal limiting constraint. This may be explained by recognizing that
the FBE-J process evaluated had independent warfare area commanders, each of which were generating
maritime support requests, that in turn were all sent to the CPC for final adjudication and incorporation
within the MMAP. This planning cell represents a potential bottleneck in the overall process. The
implication is that the MMAP production cell could not sustain these levels of MARSUPREQ generation
rate over a sustained period of time. In fact, backups are predicted that will continue to increase over time.

28 The MMAP will only incorporate, at most, the number of MARSUPREQs generated by the CPC within the
prescribed deadlines. In the event constraints in the system limit the number of MARSUPREQs generated, the
resulting MMAP is considered incomplete. Thus one proposed metric related to the quality of aplanisthe
percentage of plan completeness.
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Figure5-19. Model MTO Production Time

Figure 5-20 presents the corresponding fraction of MTOs generated within the required 72 hour deadline.
As shown, the fraction of MTOs generated within the 72-hour deadline is decreasing over time due to the
accumulating MARSUPREQ backlog during the MMAP production within the CPC.
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Figure 5-20 Fraction of MTOs Generated On Time

Figure 5-21 represents an example of the MARSUPREQ production capability of the PWC staff for the
strike warfare area. Whereas each PWC area is assumed to generate its own set of MARSUPREQS,
referring to Table 5-1 points out that in general, the Strike Warfare Commander has the most missions to
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execute. The jaggedness in the chart is due to the way the simulation generates the data contained in the
plot. A design decision was made during model development to first set up a queue of items representing
al the MARSUPREQs that would need to be generated by a given warfare area during a given MOD
cycle, and then to work them off sequentially subject to loading levels and resources available. The
correct interpretation of the chart is that for the baseline scenario parameters assumed, this warfare area
was able to generate, process, and transmit to the CPC 100% of the required number of MARSUPREQs.
However, it should be noted that after lengthy deliberation, the baseline set of assumptions made
corresponds to alow requirement for MARSUPREQ cross-PWC coordination and a near-zero level of
dynamic battle combat assessment inject back in to the planning process. Overal, post-experiment
analysis and on-scene observation of the conduct of the experiment indicates that these assumptions best
match what actually occurred during FBE-J. Subsequent simulation runs aimed at stressing the system
both in terms of increased levels of collaboration and dynamic combat assessment feedback indicate the
system would have experienced significant performance penalties under these higher stressing conditions.
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Figure 5-21 — Fraction of Strike Misson MARSUPREQS Generated Within the Planning Deadlines
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Figure 5-22. CPC Staff Utilization

Figure 5-22 shows the staff utilization rates associated with the current planning cell staff. Thisgraphic
reinforces the conclusion that this areaiis the principal bottleneck in the process. Average utilization rates
approaching 100 percent are indicated. As a practical matter, it is generally assumed that people cannot
sustain more than about 70 to 80 percent attention to a given set of tasks on a prolonged basis. The current
smulation is optimistic in its treatment of staffing, in that it assumes for smplicity that all resources may
be used up to 100 percent of the time on just the tasks they are allocated to. Not addressed in this
treatment, are other ancillary activities that personnel might be engaged in at any given time.

5.8 JFMCC Maritime Planning Process K ey Observations Summary

The overarching question FBE Juliet was intended to answer was.

Does the JFMCC maritime planning process provide structure, organization, management,
feedback, optimization and situational awareness to Maritime force employment and support the
intent of a Joint effects tasking order (ETO)?

This question is too broad to consider as a single idea, requiring that it be decomposed to essential
elements, or meanings for this experiment:

581 Structure
Thisis the relation of information and knowledge systems to the MPP system.

InfoWorkSpace (IWS) provided an information system that was effective as a coordination means
between M PP processes. Interfaces for use by personnel to interact within and between processes were
useful and represented a step forward in collaborative information environment (CIE).

IWS architecture, although useful as described above, was aso alimitation for the experiment, due to the
architecture imposed and inability for direct IWS interactions between JFMCC MPP and JFCOM JFC
staffs.

Knowledge Management organization was not effective as a means to conserve knowledge between
processes. Instead, PowerPoint briefings on schedule aligned with battle rhythm provided cross-process
awareness and understanding.

PWCs had the perspective that their warfighting expertise was not included in development of MPP
products. For the most part, PWCs and SMEs had little direct interaction apart from MARSUPREQs. A
result of this was questioning with respect to what level is the correct one in which warfighting expertise
should be included in planning; at the PWC, where that competence is expected to reside, or at the MPP
(future and current planning cells) through subject matter experts?

Co-location of FPC and CPC contributed to process effectiveness. The FPC Chief and CPC Chief
routinely resolved issues and gained understanding of their combined efforts by constantly exchanging
information and perspectives in an ongoing dial ogue that would have been difficult to reproduce in IWS
or briefings.

582 Organization
Personnel and functional relationships, and how these contribute overall to the MPP.
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The MPP is primarily accomplished by linear workflow, similar to assembly line process (although
virtual) regulated by battle rhythm (process triggers are mostly initiated by clock and product) No clear
relationship between other triggers, e.g., emergent PWC requirements.

There were ambiguous results with regard to manning levels and workload. Some participants felt the
workload was appropriate, others that it was too high, and still others that it was too light. Further analysis
needs to map workload to functional requirements in each role of the FPC, CPC and MTO production.
Experiment design had artificial work-hours, which loaded workflow into fewer hours. A better design
will alow workflow to be established by battlespace and PWC requirements.

Process synchronization, PWC synchronization and current operations synchronization were a challenge.
Synchronization of interdependent processes was the most difficult task. The MTO was produced on a 72-
hour cycle (or dependent on JTF battle-rhythm), with (possibly) three being in various stages of
production at any one time. During execution of an MTO, results obtained (damage assessments) impact
the planning of subsequent actions. These results must be inserted at an appropriate point in planning, at
the correct time, or planning process components must be adaptable to modifications at any time. Battle
damage assessment is the primary feedback from current operations.

Time scales of maritime warfare areas may be quite different. This affects the planning timeline for each
warfare area, and ultimately leads to cascading change in the MTO.

The synchronization of maritime and JTF targeting cycle is enhanced by the MTO. However, thisis both
blessing and curse. Lack of feedback makes working effectively within the targeting cycle problematic,
which contributes to cascading change in MTO and relationship to Joint missions.

Deconfliction management must be improved. Planning by PWCs occursin parallel. However missions
may require multi-tasking of the same assets. Adjudication and coordination between PWCs is required.
Collaboration between PWCs was made possible by IWS, athough there was little allocation
collaboration required. It was not clear throughout the experiment what was already being used, was
planned to be used, or unavailable for other reasons. Asset levels and use of assets could be determined by
reviewing MARSUPREQs and MTO/ATO, however, this was a lengthy processin itsalf. In either case,
planned synchronization of processes must occur. Alternatively, a more rapid process could be
temporarily halted until aslower process reached the asset deconfliction point.

583 Management
The MPP as a C2 function, internal and external synchronization, management of planning
functions.

FPC and PWCs: PWCs report the MOD did not have sufficient information for them to conduct planning,
and hence place added burden at the PWC level to do this. It is not clear that thisis aresult of the process
or the experiment (operational and other information may have not been of sufficient depth for FPC to
produce what was perceived to be needed by the PWCs).

Thereis continued confusion with regard to OPCON and TACON. This resulted in some confusion on the
employment of organic assets by PWCs,

Changes to the M/ATO were not possible within the experiment organization. Change was a function of
the maritime operations cell, contributing to potential overload of those personnel, technologies and
processes.

MPP afforded increased planning participation by Joint Forces in maritime mission planning.
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MPP created a common lexicon between joint planners, which increased coordination.

A standardized MTO and ATO should allow greater sharing of assets to missions, and lowered
misunderstandings between component warfare commanders. Ultimately, this theoretically contributed to
higher degree of combat synchronization across all components, with an implication for improved combat
power. However, it is aso not possible to prove any of this at thistime.

584 Feedback
Information as feedback of different kinds, and levels, that contributes to organization
management and process control at the operational level.

The MPP MARSUPREQs by PWCsto the CPC for development of MMAP and ultimate output of the
maritime tasking order (MTO) does not offer enough flexibility to be effective in an environment where
own force assets and enemy targets are continually moving. Continuous updates and changes to produce
agility of the process, and account for MTO execution requires significant internal feedback processes.
The experiment did not provide feedback possibilities (low level of BDA, for example), and internal
processes to use feedback to change MTO within the production process were not devel oped.

585 Optimization of Resources
As a potential measure of its utility, the MPP as awhole would be expected to merge together
battlespace situational awareness with asset planning in an optimized plan.

Optimization tools were not available for use by the PWCs, their SMEs or decision makers within the
process.

Accountability of assets was difficult to determine, which had direct impact on any requirement for asset
alocation between competing warfighters. There were isolated asset deconflictions, e.g., around use of
live HSV assets. However, most smulation assets could be reconstituted, or were without feedback to a
system whereby use of an asset would decrement that asset from the pool of assets—with awareness by
all those who might be interested in use of those assets. This had the effect of producing a never-ending
pool of resources on the part of the planners within the CPC.

The Military Asset Optimization Tool (MAQOT) was not present.

Knowledge Kinetics (K2) was not integrated into workflow processes, and therefore had no impact on
decision-making or workflow management of the MPP.

NSS was intended for use as a COA anaysistool at three sites: CORONADO, China Lake and at the
SCC. NSS was ineffective (software and hardware difficulties) on CORONADO, partly successful at
WTP COA comparisons at China Lake, and was most successful at the SCC in support of surface and
ASW COAs. A weak point is that an NSS operator analyst must currently be employed directly with the
supported staff, and this is not an organic capability.

Dominant Battlespace Command (DBC) system, a visualization tool, was present on CORONADO, in
spaces a the SCC, and in support of the MIWC. It had low integration at STARTEX, with improved
visualization and fidelity by the end of the experiment. In general, visualization has not been incorporated
into decision making and planning and has not been thought out or understood in relation to the use of
other smilar tools (e.g., MEDAL). There is considerable potential in this area, however, and greater
application will pay substantia dividends.
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M PP software interfaces, for production of the MOD, MARSUPREQs and MMAP were quantum leaps
ahead of previous mission planning management tools employed in the MPP. These software tools were
very effective at collating information between planners. In general, once participants became adept at
suing these forms, they were comfortable with them. Many recommendations were made, however data
collection suffered from combination of these tools (as prototypes) with what was likewise, a prototype
MTO production process. The combination of new mission planning and management tools, within a
prototype and evolving process yielded only ambiguous results. Additional wargaming of process and
tools should be done, with one or the other held stable. It would be advisable to model first, wargame the
process based on those results, and then mature the next generation prototypes of mission construction
and management tools.

5.8.6 Situational Awareness
- Feedback from actions within the battlespace (e.g., BDA), a Common Operationa Picture and
intent of ETO to provide an overall and continual assessment that actions at the operational level
are in accordance with a campaign plan.

The MTO/ATO may provide enhanced awareness of the maritime and joint asset employment, however it
is not clear that this SA was used in this experiment, or that it would be considered high quality, timely
and accurate by participants.

SA of the immediate battlespace environment, or shifts in that battlespace in real time, were not available
to FPC, CPC or MTO production cells.

Internal SA of the MPP process was to be provided by the K2 workflow tool, which did not work in this
experiment.

SA isone form of feedback, and feedback in general was very lacking, both interna to the MPP, and
between MPP and current operations or joint operations.

5.9 General Conclusonson JFMCC M PP

The maritime planning process (MPP) was implemented by a staff structure under the Joint Forces
Maritime Component Commander (JFMCC). Effects tasking orders (ETOs) from the Joint Forces
Commander (JFC) were ingested, and maritime tasking orders (MTOs) were produced and coordinated
with the air tasking order (ATO). Principa warfare commanders (PWCs) participated in the process,
producing maritime support requests (MARSUPREQS) that were a component of MTO production. Three
overlapping planning cycles of 72-hours each were simultaneously executed. The process executed al
required tasks and produced required products.

The scope of MPP planning done in the experiment was limited. The range of situations that the process
can manage is unknown.

Competition for assets between PWCs was largely nonexistent. The process was not stressed.
There was no MTO-ATO feedback cycle for plan adjustment.

There was no determination made of the plans quality.

Execution results were not fed back into the planning cycle; no process exists to do this.

It was observed that the MPP is viable, but also observed was that the process did not work well.
Principal problems and their causes were:
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The need to simultaneously support three planning cycles with alimited number of individuals
appeared to be a primary cause for process difficulties. Individuals needed to be multi-tasked, and
there was no process for coordinating tasks with individual availability.

A high leve of synchronization of tasks was needed, along with the information that supports the
tasks, and the individuals that perform them. Synchronization was ad-hoc rather than a planned
process.

Various inputs to agiven MTO were observed to contain essentialy the same content as
submissions for previous plans, creating the impression of resubmission rather than new plan
development. The cause for this duplication is not known, nor whether it isarea problem.
Possible causes are overloading of multi-tasked individuals and information synchronization
difficulties.

It is assumed that the MPP will be implemented with staffing that is approximately the same asin FBE-J.
This means that personnel multi-tasking and synchronization of tasks, supporting information, and the
identification of the individuals performing tasks will be required.

A process is needed to feed back information into all three planning processes on the results of actions
and executions. An effects cell and a process for synchronizing its output with planning cells are
proposed, and definition of this processis required.

Further progress with MPP requires detailed mapping of the planning architecture, parameterization of
planning sub-processes, mapping of planning decision processes and information flows that support the
decisions, and better personnel assignments to tasks. Process modeling can only do this. Specificaly:

Develop a detailed MPP process mode. This should be done for both the system tested in FBE-J
and for the more comprehensive system needed for adequate M PP execution.

Parameterize the model with data from FBE-J and JFMCC limited objective experiments (LOES).
Run the mode! to identify principa process shortfalls.

Determine, from a model, how to synchronize the process. Model iterations and runs can identify
requirements.

Determine MPP personnel and multi-task coordination requirements from a model.

Determine how to use an effects cell to synchronize the asynchronous feedback from execution.
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6.0 Joint Fires|nitiative (JFI) Key Observations
6.1 Experiment Objectives

Produce measured means, medians, and distributions for various processes in the cross-
component engagement timeline from target nomination to assignment including ADOCS
approva block actions.

Determine the proportion of TSTs engaged that were cross-component engagements.
Determine what fraction of cross-component target engagements were performed using surface
Fires.

Determine the fraction of cross-component TSTs that were engaged by JFMCC controlled
Weapons systems.

Determine the number of cross-component TSTs missions that were denied as a function of
reason for denial and denying component.

Determine how many maritime TSTs were nominated as cross-component targets.

Compare the timelines of TSTs engaged within the JFM CC with those timelines resulting when
the target was nominated by another component and passed to the JFMCC.

Apply timeline reconstructions and contextual information to identify architecture and TTP
improvements necessary to reducing the engagement timeline.

Determine the adequacy of the collaborative tools employed (ADOCS, IWS, IRC, etc) to provide
accurate SA and to support the successfully prosecution of TSTs.

6.2 Analytic Questions
6.21 CrossComponent Architecture

Does the proposed (experimental) Joint Targeting (cross-component) Architecture enable timely
engagements of TSTS?

6.22 Common Toolset

In what ways does a common toolset within the joint architecture affect the ability of the joint force to
conduct effective cross-component TST operations?

Each component develops, nominates, and mensurates TST targets within its own engagement system
(NFN (X) in the case of the JFMCC). If the component is unable to internally prosecute the target in a
timely manner, the target is passed, through the ADOCS DTL Manager, to the supported commander
(JFMCC, JFACC or JFLCC depending on the phase of the experiment) who passesiit, using the ADOCS,
to another component with the capability of executing the mission.

6.3 Sub-Initiative Observations

6.3.1 Time Senstive Targeting (TST) Operations and Situational Awar eness. General
Observations

The Joint Battle Center (JBC), US Joint Forces Command, conducted the MC 02 Joint Fires Initiative
primary data collection and analysis effort. The Naval Postgraduate School agreed to support this data
collection analysis effort asit pertained to JFMCC operations in FBE-J.
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FBE-J used a common set of automated tools and a common system architecture (JFI) that would enable
effective TST C2 and joint task force coordination. The JFI C2 architecture was designed to enable a
seamless, cross-component coordination and transition from the supported to supporting commander role,
and from a supporting to supported commander role.

The JFI interfaced to the JFMCC through the Naval Fires Network (Experimental) (NFN (X)). NFN (X)
was aNavy initiative and was a system centered on Tactical Exploitation System-Navy (TES-N), Global
Command and Control System (GCCS-M), and the Land Attack Warfare System (LAWS). NFN (X) is
discussed in chapter 8 of this report.”

The data collection efforts were confined to TST operations at the Maritime Operations Center (MOC) on
USS CORONADO. No attempt was made to collect interna data for analysis at the JOC at Suffolk, VA,
JFASC a NelisAFB, NV, or the JFLCC at Camp Lejune, NC. The initia data collection plan addressed
the following anaytical objectives:

Provide insight into decision making in joint TST operations.

Provide insight into joint situational awareness within the MOC.

Produce measured means, medians, and distributions for various processes in the engagement
timeline from target nomination to assignment including ADOCS approval block actions.
Determine the proportion of TSTs engaged that were cross-targeted (nominated by one
component and prosecuted by another).

Determine what fractions of cross-component target engagements were performed using surface
Fires.

Determine the number of TST missions that were denied as a function of reason for denia and
denying component.

Determine how many JFMCC TSTs were nominated as cross-component targets.

Determine the fraction of cross-component TSTs that were engaged by JFMCC controlled
weapons systems.

Compare the timelines of TSTs engaged within the JFMCC with those timelines resulting when
the target was nominated by another component and passed to the JFMCC.

Three types of data were collected: ADOCS/LAWS electronically provided time-tagged mission history
data. All participants in the Maritime Operations Center were surveyed using a TST operations survey
that covered all aspects of TST operations. Info Workspace collaborative tool chat files were recorded.
Finally, observational data were recorded in the MOC.

TST Operations Survey — General Comments

A TST Operations survey was administered to participants in the Maritime Operations cell. The following
isasummary of the general comments provided by the participants:

“With multiple parties entering information in the Dynamic Target List fields, it was difficult to
maintain situationa awareness on what is happening, who is requesting ISR support, and how to
deconflict with JFACC and other components to satisfy requirements.”

“More training was needed to realy employ the capabilities of the system.”

“It was a challenge to sort multiple targets by priority.”

“To maximize its capability, more screen space is needed on the computer.”

“It was hard to track moving targets.”

29 TST Concept of Operations for FBE-J, NWDC, June 2002.
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“ADOCS provided better situational awareness of TST operations.”

“Believe that lack of knowledge of the current situation was due to process problems.”

“It was difficult to maintain Situational awareness on assigned sensor assets and monitor the
Dynamic Target List.”

“ADOCS aong with chat capability provided pretty good situational awareness.”

“Most operators did not understand how to use the ADOCS collection request page. Use
improved later in the experiment.”

“Deconfliction of weapons was consistent using ADOCS.”

“There was some concern about fratricide because operators were restricted from using the fire
support control measures option.”

“An automated tool is needed to help the ISR manager see what happens to pre-planned
collection if a sensor is retasked to look at a TST.”

“JSR synch matrix was not useful as tactical/operational tool. Need a graphical tool to display
collection plan. Did not help visualize the impact on the collection plan if a sensor is retasked.”

TST Decision Event Timdlines

Five event timelines were reconstructed using IWS chat and ADOCS mission histories. The purpose of
these timelines was to provide insight into the decision making processin joint TST operations using
ADOCS. These timelines should not be a reference to determine times. There were severa constraints to
these timelines. Some of these constraints were individual and group training, COP latency, and GCCS-M
simulation interfaces. While operators identified several issues concerning ADOCS in TST operations,
the reconstructed decision timelines indicate that TST operations were consistently executed using
ADOCS.
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Time

Event

Data Source

Remarks

031200Aug

Target Acquired

Mission History

Nat Imagery

031230AUg

Recommend handoff to
other component

Mission History

JFLCC cannot engage

031227ZAug

Target in ADOCS

Mission History

031256Aug

JFASC states that it will
engage JL0030 and
JFMCC will engage
JL0031

IWS Chat

031346Aug

JFASC asks FMCC if
they can engage target.

IWS Chat

031349AUg

JFMCC dates that the
target is being worked.

IWS Chat

031351Aug

ADOCS indicates target
passed to JFMCC

Mission History

031352Aug

JFASC confirms that
JFMCC will engage
target

IWS Chat

031408AUg

JFMCC statesthat TOT
will be 14187 hrs.

IWS Chat

031411Aug

JFMCC orders VSSGN
to execute target with
TACMS-P

IWS Chat

031414Aug

JFMCC corrects TOT to
14197

IWS Chat

031417Aug

JFMCC Intel asks
JFMCC ISR Opsfor
BDA support.

IWS Chat

031509Aug

JFMCC Intel informs
that it is il trying to
determine BDA—asks
for any available sensor
support in area.

IWS Chat

031759Aug

Global Hawk provides
BDA—no damage to
target

Mission History

032055AUg

JTF fires watch orders
JL0030 be removed
fromthe DTL.

IWS Chat

Target has relocated

Table 6-1. Target JL0030. The Process of JFASC Passing a Target to JFM CC for Engagement.

This example illustrates the process in which JFASC passes a target to JFMCC for engagement. The
indication that JFASC is maintaining control over target alocation by clearly delineating that JFMCC
will execute this target while JFASC will execute JL0030. The JTF Fires watch is aso monitoring the
TST operation by determining that the target should be deleted because of restrike.

130



Time Event Data Source Remarks
292056Jul Target Acquired Mission History RPV
302354Jul Target in ADOCS Mission History Re-strike Mission
310020Jul Target passed from Mission History

JFASC.
310122Jul JFMCC sendstarget | IWS Chat

to DDX for

engagement.
311444ul JFMCC BDA desk IWS Chat

requests BDA

imagery of target
311517l Request confirmed. IWS Chat

Will have National

Imagery asset in 15

minutes.
311530Jul Nationa Imagery is Mission History

received
311557Jul Imagery sent to BDA | IWE Chat

desk from ISR Ops

Table 6-2. Target JAOO67. The Handoff of a Restrike Target.

Table 6-2 illustrates the handoff of arestrike target. Over a 19-hour period, TST decision makers were
able to maintain situational awareness on this specific TST target.

Time Event Data Source Remarks

062146Aug02 | SCUD TEL entered in ADOCS by JSOTF Mission History

062157Aug JFMCC acknowledges that it will engage IWS Chat
target with TTLAM with a TOT of 2210 hrs

062158Aug JFMCC asks JSOTF for clearance of Fires. IWS Chat

062212Aug JFMCC BDA desk requests BDA support for | IWS Chat
JS0044

062213Aug JFACC sends JSOTF contact info to JFMCC | IWS Chat
(Spider 13 on 286.75)

062225Aug JFMCC contacts JSOTF IWS Chat

062228Aug JSOTF reports amiss on target. JFMCC IWS Chat
acknowledges.

062237Aug BDA confirmed by UAV Mission History

062259Aug JTF Fires watch informs components that IWS Chat
JS0044 is deleted and restrike in progress

Table 6-3. Target JS0044. A Target Nominated by JSOTF and Passed to JFM CC for Engagement.

JS0044 was a target nominated by JSOTF and passed to JFMCC for engagement. There are indications
that JFMCC is concerned about fratricide and takes steps to minimize this possibility. JFMCC requests
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JSOTF to give clearance of Fires. It aso asks JFASC for frequencies and call signs so that they can
directly communicate with the JSOTF unit.

Time Event Data Sour ce Remarks

011216Aug JFLCC acquire Mission History
SA-6 from ASARS.
Target in ADOCS

011224Aug JFASC asks JFLCC if | IWS Chat
they can engage
target.

011225Aug JFLCC acknowledges | IWS Chat

that it can engage.
However, needs
JFMCC to clear Fires.

011355Aug JFMCC says target IWS Chat
may be same as
GC0040. JFMCC asks
what is the precision
of ASARS MASINT.

011401Aug JFASC directs that IWS Chat
GC0040 be deleted
from ADOCS.

Table6-4. Target JL 0023.
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Time Event Data Source Remarks
031249Aug CSSC 3 detected by National Mission History
Imagery.
031250Aug JFLCC acquires but cannot Mission History JFLCC ATACMS
engage. has collatera
damage restrictions
031255Aug Target in ADOCSispassedto | Mission History
JFMCC.
031256Aug JFASC directs that target isto | IWS Chat
be engaged by JFMCC
031337Aug JFMCC directs VSSGN to IWS chat
execute target.
031337Aug JFMCC BDA desk requests IWS Chat
BDA imagery of the target.
031443Aug Globa Hawk reports no Mission History
damage.
031453Aug JFASC directsthat thistarget | IWS Chat
be restruck as JAO114.
031455Aug JFASC asks JFMCC if they can| IWS Chat
strike JAO114.
031535Aug JFMCC states that target IWS Chat
TS0076 is in the same location
as JA0114.
031642Aug JFMCC directs VSSGN to IWS Chat
execute TS0076.
031735Aug JTF Fires watch directs IWS Chat
components to delete JL0031
and JAO114.

Table 6-5. Target JL 0031

Table 6-5 illustrates an example where TST situational awareness was maintained when three target
numbers identified the same CSSC 3 target. This decision making process included JFASC, JFLCC,
JFMCC, and the JTF. Initidly, JLO031 was nominated by the JFLCC from national imagery sources.
JFLCC cannot engage the target because of collateral damage restrictions from their ATACMS. JFASC
passes the target to JFMCC for prosecution. JFMCC prosecutes the target using thee VSSGN platform.
The BDA indicates no damage, and JFASC orders a restrike and re-numbers the target as JA0114 in
accordance with the concept of operations. JAO114 is passed to JFMCC for engagement. JFMCC
determines that the target is the same as previoudy nominated TS0076. At thistime, the JTF Fires watch
intervenes and directs the components to delete JL0031 and JA0114.

Summary of TST Observations

While experimental constraints in MCO2 affected the full demonstration of ADOCS capabilities, severa
insights concerning TST operations emerged. These insights were based on the above information as well
as observations during the experiment.

Moreindividual and unit training were needed to maximize ADOCS capabilities. Confidence in
the system capability improved over time.
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Cross-component sustained TST operations were conducted using ADOCS.

Because of GCCS-M—simulation interface issues, ADOCS could not be fully tested for
situational awareness.

The JTF and components managed TST targetsin awarfighting environment, and were able to
track F-F-T-T-E-A progress with the assistance of ADOCS.

Graphical displays were not used as the primary means for situational awareness. For example, in
the Maritime Operations Center, decisions were primarily being made from the Dynamic Target
List display and IWS Chat.

There are some indications that ADOCS aided in deconfliction of Fires.

There are indications that ADOCS contributed to fratricidal avoidance.

JSR synch function contribution to ISR management was minimal.

ADOCS capability to help visualize the enemy situation was rarely used.

Majority of the respondents in the JFMCC MOC (77 percent) agreed or strongly agreed that
ADOCS provided an understanding of the overal Joint TST operations.

Majority of the respondents (62 percent) agreed that that ADOCS provided situationa awareness
confidence to make decisions without concern for fratricidal incidents.

Magjority of the respondents agreed (83 percent) that they had confidence in the TST coordination
page to manage deconfliction of engagements.

Majority of the respondents (70 percent) disagreed that ADOCS provided them the enemy
Stuation.

60 percent of the respondents agreed that the ADOCS assessment page provided sufficient
feedback on engagement effects.

100 percent of the respondents used the ADOCS Caollection Request page to manage pre- and
post-strike combat assessment requests (BDA).

The magjority of the respondents (89 percent) agreed or strongly agreed that ADOCS Mission
Coordination: Time Sensitive Targets Page provided them situational awareness for current TST
operations.

6.3.2 Analysisof JFI Objective Data

6.3.2.1 JFI Data Analyzed

The Automated Deep Operations Coordination System (ADOCS) Joint Dynamic Target List (DTL)
Manager was the mechanism used in MC02/FBE-J to implement the JFI. The JFl analysis discussed here
is based on areview of the data captured from ADOCS. These data include the end state of the ADOCS
DTL Manager display, the Mission History Reports for each of the nominated targets, and the information
contained in the tabs or pages linked to each target. The pages include: target data, engagement,
coordination, collection request, BDA, and assessment.

The ADOCS database used for this analysis contained data from 24 July to 8 August and included 345
target nominations. The analysis discussed below was limited to the 120 target nominations made in the
interval August 1 through 5 inclusive, for several reasons:

The Mission Histories in the database for the period prior to July 30 were absent or fragmentary
Congtraints on the time available for analysis limited the amount of data that could be reviewed
The period selected for review addressed the matured JFI TTP process (e.g., for the period of July
24 to 30 inclusive, of 73 target nominations, only six nominations were passed to another
component using the DTL Passed (PSD) block; for the 120 nominations in the interval examined
here, 67 were passed using the PSD block)
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6.3.2.2 Nomination and Engagement Statistics

Table 6-6 contains the nomination and engagement statistics for the 1-5 August period. In the second
column of the table, the numbers of Combat Search and Rescue (CSAR) missions that were nominated
are listed. These CSAR missions are not considered further in this analyss.

Date |Nominations | TST Nomination Source TST Prosecution Self Progecution
CSAR TST| A AA L M S|A L M TOT DENJA L M TOT
5-Aug 3 28 ] 8 0 3 9 818 414 26 1 4 1 6 11
4-Aug 1 21 | 7 2 2 8 217 1 10 18 3 5 15 11
3-Aug 1 11 1] 3 0 4 4 011 2 8 11 1 2 4 7
2-Aug 5 14 | 5 1 1 6 112 2 10 14 3 3
1-Aug 1 350112 1 6 13 3 )10 4 17 31 8 9 19
Totals|] 11 10935 4 16 40 14|28 13 59 100 4 |18 6 2] 51

Key: A =JFACC; AA = AAMDC; L = JFLCC; M = JFMCC; S = JSOTF; DEN = Mission denig¢d

Table6-6. DTL TST Nomination and Prosecution Statistics.

Of the 109 nominated TSTs, 96 (88 percent) were prosecuted. Prosecution is defined as a nomination with
the DTL Mission block (MSN) set to green. The total prosecuted includes three instances (JA008L1,
JA0120 and JL0039) where the MSN block was not green, presumably due to operator error, but other
evidence indicates the missions were fired. The total number of engagements prosecuted appearing in
Table 6-6 is 100 but this included four targets (ET0016, JA0124, JA0092, and JAOQ095) that were each
engaged by two components. Four of the 109 nominations were not engaged because a component
coordination block was red prohibiting the engagement. Of the 100 engagements, in 51 cases the
component that nominated the target was also the component that engaged it. Thiswill be referred to as
self, or autonomous, prosecution. The JFMCC executed 59 percent of the engagements.

6.3.2.3 Event Time Accuracy

Inthe DTL mission histories, the time stamps associated with the PSD block and the Component
coordination block actions are accurate since the event automatically captured is the actual action of
atering the status of the DTL block. However, the accuracy of the time tags for the events captured for
the other blocks (MSN, CM, BDA, CA) isless definitive. In these cases, the operator manually instituted
ablock color change to report an event or action that is external to the DTL manager. In some cases, there
is evidence that the operator did not report that information in atimely manner. The Collection
Management (CM) block provides an example of this. In many cases, the operators have entered
comments on the DTL Collection Request page that specify the time that 1SR support was requested to
obtain BDA on the target engaged. It is expected that the time the CM block was changed from white (to
yellow or green) would correspond to this time and in most cases the times agree to within a few minutes.
But there is a more than five-minute discrepancy in 25 percent of the observations. These differences are
interpreted as afailure of the operator to update the DTL block display in atimely manner. This problem
is anticipated for other blocks listed above. It is therefore anticipated that the measured median intervals
for the various steps in the engagement should provide credible data, but the mean intervals are likely to
be skewed by anomalous outliers. In the following discussion median time intervals are normally cited.
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6.3.24 Experiment DTL Tactics, Techniques, and Procedures (TTPS)

The experiment TTPs were developed for the prosecution of TSTswith the DTL Manager in MCO2/FBE-
Jand set forth before the experiment begar™. Described below is the mature MC02/FBE-J TST
engagement process as defined by the DTL data. This observed process is compared with that originaly
defined.

6.3.25 Target Nomination

Each of the nominating components (JFMCC, JFASCC, JFLCC, JSOTF, and AAMDC) was to hominate
al acquired TSTsinto the DTL Manager. This was the case whether or not the component intended to
prosecute the target with its own assets. The prosecuting components (JFMCC, JFASCC, JFLCC, JSOTF)
and the JTF, acknowledged the DTL target nomination by entering “X” into the appropriate DTL
coordination block.

6.3.2.6 Target Assgnment

The TTP specified that if atarget nominator was unable to prosecute a target he had nominated, he should
turn his DTL coordination block yellow indicating to the supported commander that the target needed to
be passed to another component for execution.® This rarely happened. In only 10 cases of the 109 TST
nominations, did the target nominator turned his coordination block yellow.

For the whole period covered by this analysis, the JFACC was the supported commander. Passing a
mission consisted of turning the DTL PSD block green and inserting into the PSD block the three-letter
code for the component to which the mission was passed. Sixty-seven nominations (this includes two
anomalous nominations in which the DTL Mission Histories attributed the passing action to the JFMCC
and JFLCC) were passed. A review of the data shows missions were not passed if:

The JFACC was the nominator and prosecutor.
Another component was the nominator and the JFACC chose to prosecute the target.

It was anticipated that a mission would not be passed if the nominator intended to execute the mission
autonomously and did not set his coordination block yellow.* In fact, there are many examples where the
same component was both the nominator and prosecutor, but nevertheless the nomination was passed by
the JFACC. For example, out of the 27 autonomous JFMCC missions, 20 were passed by the JFACC to
the JFMCC. This appears to indicate that the JFACC was exercising control over al TSTsrather than
exercising control only over its own TST missions and those TST missions where the nominating
component had specifically abrogated responsibility.

The TTP specificaly called for each component to provide a weapon-target pairing optionsiif, the
supported commander nominated a target in his area of responsibility or if a component had indicated it
was unable to engage the target it had nominated. ** These component weapon target-pairing options

30'MC02 TST CONOPS, Annex H: Tactics, Techniques and Procedures (TTPs) for Coordinating Collection Efforts
in Support of Time Sensitive Targets. Version 1A, dated 5 May 2002

31 Millennium Challenge 02 Concept of Operations for Time Sensitive Targets. Final Coordinated Draft dated June
2002, page 33.

32 |bid, page 32.

33 |bid, page 27

34 1bid, page 34
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appear in the DTL engagement page. A review of this page for each engagement shows that these options
were not normally offered. In 73 cases, only a single weapon-target pairing option appears, in 21 cases,
there were two options offered and in three cases there were three.

Coord =G SN=G
NOM IN f 'i BDA = G/R
ADOCS
15 (1,2 15 | 3 109
’
PSD=G t CA =G/R

] EXEH CM

ACTION
REQUEST _ rimesintervalsin minutes

-G and R indicate DTL block
color changes of green and red

Figure6-1. DTLTST Engagement Timeline.

As seen in figure 6-1, the median interval between a nomination being received in ADOCS and the
passing of the nomination by the supported commander is 15 minutes.

6.3.2.7 Target Engagement

When the component responsible for engaging a target obtained a weapon-target pairing he turned his
DTL coordination block green. The interva between the nomination being passed and the target
prosecutor turning his coordination block green was very short. As shown in Table 6-7, the median
interval for 59 observations was only one minute. In 18 cases, the coordination block turned green before
the target was passed. Ten of these 18 cases were JFM CC autonomous missions implying JFMCC target
processing was proceeding independent of JFACC PSD actions.
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I TIME INTERVAL MEDIAN MEAN STD DEV SAMPLE
Nomination rec'd in ADOCS to PSD action 15 52 102 65
PSD action to coord. Block=G 1 2 44 59
Coord block=G to EXE action 2 9 19 97
EXE action to MSN block = G 15 38 98 93
MSN block = G to CM request 3 93 343 90
CM request to CM block turns from Y to G 55 127 137 45
CM turns Y to G to BDA block = G/R 4 138 424 43
CM request to BDA block=G/R 109 267 616 74
BDA block = G/R to CA block = G/R 0 9 80 70
Timesarein minutes.  Block colors: G = green, Y = yellow, R =red

Table 6-7. DTL Engagement and Assessment Timeline Intervals.

To indicate hisintent to execute the mission, the target prosecutor added “EXE” to the coordination block
display. The action of turning the coordination block green and the indication of the execution intent
followed in quick succession. The EXE action occurred a median of two minutes after the coordination
block was turned green. It was not usud for the two events to be simultaneous (to the one minute
resolution of the ADOCS time stamp). Finaly, when the weapon had been fired or the bomb rel eased, the
Mission (MSN) block for the mission was turned green. The MSN action followed the EXE action by a
median 15 minutes. Thus, the median time from the nomination in ADOCs to engagement was 33
minutes.

6.3.2.8 Deconfliction

If any component had questions or concerns regarding an in-process mission this was to be indicated by
turning the coordination block yellow of the component executing the mission. If the concern was critical,
the component turned his coordination block red prohibiting or denying the engagement. Both these
circumstances were unusual for the experiment interval reviewed. There were only five cases where the
prosecutor coordination block was yellow implying concerns by another component regarding the
mission. In al these of these cases the EXE block subsegquently went green and the mission was fired.
There were four cases where missions were denied (two because friendlies were in area, one because
engagement was not authorized by the commander, and one because target dwell time was exceeded).
Two missions were temporarily blocked, both because the engagement was not authorized by the
commander.

6.3.2.9 Collection Management

The TTP cadled for the operator to turn the DTL Collection Management (CM) block yellow to indicate
that collection assets were requested for BDA purposes.®® The block was to be turned green to indicate
that a collection plan has been approved. Actua proceduresin MCO02/FBE-J departed from the TTP in the
following ways:

1. Inasubstantial number of cases (21 out of 93), the CM block was changed directly from white to
green. The CM block was never set to yellow.

35 MC02 TST CONOPS Errata Sheet: Passing Geopositioning-Related | nformation Among Components Using JFI
Tools. Version 1 dated 17 July 2002, page 5.
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2. Inthe 43 cases where there is a reported time for the CM block change from yellow to green and
thereis areported time for the BDA block changing to green or red, the median difference
between these two actions is only four minutes, and in a number of cases the changes were
simultaneous. It appears the CM block change from yellow to green is based on the receipt of the
BDA information, rather than on the approva of the collection plan as required by the TTP.

3. In 15 cases, the final state of the CM block is yellow even though the BDA block was set to green
or red. This suggests the operator was negligent in setting the CM block to green.

As mentioned above, there was a discrepancy between the time the first CM color change was reported in
the Mission Histories and the time it was recorded that the CM request wasissued in the DTL Collection
Request page. In the 71 cases where both reports are available, the median difference between the times
was one minute and the mean difference 13 minutes. Generally, when available, it isthe CM request time
as reported in the collection request page that was used in calculations. Table 6-7 presents the statistics for
the interva between the MSN block going green and the issuance of the CM request. The median interval
is only three minutes, but in 35 of the 90 cases, the CM request was sent before the MSN block went
green. The individual measurements of this interval show alarge dispersion.

6.3.2.10 Battle Damage Assessment (BDA)

The TTP required the BDA block to be turned yellow when the requested mission was flown but no BDA
had yet been received.*® On receipt of BDA, the block was to be turned green if the strike was successful
or red if unsuccessful.

Actual procedures in MCO2/FBE-J departed from the TTP in the following ways:

Of 96 cases in which BDA was reported (red or green block), only 38 went from white to yellow.
The rest went directly from white to red/green.

The CM block at times went from yellow to green at essentially the same time that the BDA
block was changed to green/red; these two actions were redundant.

The BDA block was changed to green/red a median interval of 109 minutes after the BDA request. In
some instances it was clear there was no clear-cut event that stimulated the BDA block action. The
operator comments on the DTL BDA page indicate on some occasions the BDA block was turned red at
an arbitrary time, after the operator had waited long and futilely for aBDA report or BDA confirmation.

6.3.2.11 Combat Assessment (CA)

The TTP dictates that the CA block was to be turned yellow when assets have been assigned.®’ It was to
be turned green when the collection assessment was complete and the mission was accomplished; red if
the mission had not been accomplished.

Actual procedures in MCO02/FBE-J departed from the TTP in the following ways:

1. Few CA blocks were turned yellow. Of 74 instances in which a CA status was reported, only 16
blocks first went from white to yellow, the rest all went from white to red/green.

2. The median interval between the BDA block turning red/green and the CA block turning
red/green was zero minutes. These actions were essentially the same event.

38 MC02 TST CONOPS, Annex H: Tactics, Techniques and Procedures (TTPs) for Coordinating Collection Efforts
in Support of Time Sensitive Targets. Version 1A, dated 5 May 2002, page 6.
37 1bid, page 9.
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3. Inthe great mgjority of cases (66 out of 84) in which one or both of the BDA and CA blocks are
red/green, the two blocks are the same color. Therefore the CA and BDA blocks are set at the
same time and almost aways to the same colors. It appears the CA block adds little value to the
DTL manager. In the 18 cases where the CA and BDA blocks are not the same colors some of the
block combinations do not make sense. For example, there are five cases in which the BDA block
iswhite or yellow but the CA block isred or green. How can an assessment be made if no BDA
was reported? These block settings appear erroneous.

6.3.2.12 Not Later Than (NLT) Time

Each target nomination is required to contain atarget dwell time; an estimate of the time the nominated
target is expected to remain at the location where it has been detected. In ADOCS, this dwell timeis
automatically converted to an absolute NLT time. In most cases, after performing the weapon-target
pairing, the ADOCS operator reported a Time On Target (TOT) in the DTL Target Data page. These two
times permit a simplistic timeline measure of success for TST engagements.

For those engagementsin which an NLT time and a TOT were both reported, the NLT timeand TOT
were compared to determine if the engagement met the NL T time. In some cases, the TOT was less than
the MSN time. This could either be due to the fact that the operator forgot to update in the DTL arevision
to the TOT time or that the MSN green status was reported late. In those cases, as well as those with no
TOT time, the NLT time was compared to the MSN time. Of the 58 engagements evaluated, 25 did not
meet the NL T times.

6.3.2.13 Geor efinement

The TTP requires that the component that nominated the target be responsible for the georefinement of

the target when thisis required.®® If the mission is passed to another component, the nominator a priori
does not know what weapon will be paired to the target and whether georefinement will be required. If
the passed mission does require georefinement, the target prosecutor must request the nominator to
provide these data. The DTL display provided no means of displaying mission georefinement status or for
communicating a georefinement requirement between components. If atarget position was georefined
this was indicated by the entry of Circular Error (CE) and Linear Error (LE) values on the DTL Target
Data page. For the 109 nominated TSTs, only 22 were reported to have georefined positions. This appears
to be as a small percentage, but it is not possible to determine if this represents a problem without
additional information:

1. TheDTL engagement page does not specify the aircraft-delivered weapons, therefore it is not
known whether they would require a georefined target position.

2. Do ATACMS and TACMS missions, particularly where multiple rounds were employed, require
georefined target positions?

3. Isit assumed that al SOF nominated target positions are specified to high accuracy and do not
require georefinement?

All participants involved in weaponeering need to be issued a matrix that defines what level of target
positiona accuracy is required, for a specified level of damage, as a function of target type, weapon type
and number of rounds delivered. In addition, even for unmensurated targets, there must be some
indication in the nomination of the accuracy to which the target position is known. At the least,

38 MC02 TST CONOPS Errata Sheet. Passing Geopositioning-Related |nformation Among Components Using JFI
Tools. Version 1 dated 17 July 2002, page 3.
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weaponeering participants need to be furnished with a matrix defining the expected positional accuracy as
afunction of the nomination source (Global Hawk, U2, Predator, SOF, etc.).
The georefinement process and data for the JFMCC in MCO2/FBE-J will be analyzed in a separate report.

6.3.2.14 Restrikes

The TTPindicates if arestrike of a mission was necessary the operator was to select the retarget button,
which would generate a new mission number and mission, duplicate the track number, and append
RESTRIKE to the target description.*

In the data analyzed, 17 missions were identified as restrikes on the basis of the term RESTRIKE
appended to the target description. In most cases, the origina target number that was being restruck was
identified in the remarks on the Target Data page. All the restrike missions were initiated by the JFACC.
The automated process for generation of restrike missions described in the TTP did not function or did
not work reliably. The following anomalies were observed in the data.

In seven cases, there were no track numbers, or the track numbers did not agree between the
restruck and the original target

In three cases in which the connection between the restruck and original target was made on the
basis of a common track number, the original and restruck targets were at different locations

6.4 Summary Comments and Observations

Ninety-six (88 percent) of the 109 DTL TST targets were engaged. Another four (four percent)
were denied execution. Nine targets were not engaged.

Sixty-seven (61 percent) of the nominations were passed to a component for execution by the
supported commander (JFACC).

Contrary to the TTP, the JFACC passed targets in cases where the nominator did not indicate he
was unable to engage the target; there are a number of cases where the JFACC passed the target
to the target nominator.

The JFMCC executed 59 percent of the firings.

A representative DTL engagement timeline is shown in figure 6-2. The times associated with
each of the intervas are the medians from the observations discussed in the above Sections.

The DTL Manager may be considered a successful cross-component coordination tool as indicated by the
percentage of targets engaged and the degree to which al components contributed to a usually complete
and consistent DTL manager display. However, there were a number of instances, as described in the
preceding Sections, where block actions indicate the experiment TTP was neither understood nor
followed. The degree to which a collaborative or situational awareness tool is valuable depends on the
consistency, accuracy, and timeliness of the information it displays. Because operators in some instances
departed from the TTP, were time late in updating the display; and, in some cases, used component
unique rulesin setting DTL blocks; the value of the DTL was degraded. An example of the latter point;
the data contain eight instances where the MSN block was changed from white to yellow — an action that
is not defined in the TTP. In seven of those instances, the JFL CC was the prosecutor and turned the MSN

39 1bid, page 12.
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block yellow at the same time that he entered EXE into his coordination block. Most of the display
consistency, accuracy and timeliness issues can be addressed through operator training and perhaps TTP
smplification. A proposed revised DTL TTP is presented in Table 6-8. Providing operators with asingle
page summarizing the TTP, similar to Table 6-8, would be helpful in obtaining adherence to the TTP.

Thetarget nominator turns his coordination block yellow if heisunableto prosecute the tar get.
1. Each component places an “X” in his coordination block to acknowledge the target nomination.

2. Thesupported commander passes a mission to another component only if the nominator
indicates he cannot engage. Turning the PSD block green and inserting the three-letter code of

the component to which it is passed passes the mission.

3. Thesupported commander requests a weapon-tar get-pairing from a component by turning
the component’s coor dination block blue.

4. A component indicates he has a weapon target pairing by turning his coordination block green.

5. If georefinement is needed, the prosecutor turnsthe geor efinement block yellow. The target
nominator isrequired to provide the geor efinement. When the geor efinement isreceived the
block isturned green. This geor efinement block isan addition tothe DTL.

6. A component with questions or concerns regarding a mission turns the block of the component
executing the mission yellow. Thisis not a mission prohibition.

7. A component prohibiting a mission will turn his own coordination block red and insert the three-
letter code giving the reason for the prohibition.

8. The component directed to execute, or who is executing autonomoudly, places “EXE” in his
coordination block to indicate his intent to fire the mission.

9. When the mission has been fired the prosecutor turns the MSN block green.

10. When BDA support isrequested, the BDA block isturned yellow (in this proposed TTP, the
CM and CA blocks are deleted).

11. When BDA isreceived, the BDA block is turned green if the mission goals were satisfied and red
if they were not or the result is unknown. If a decision is made to restrike the tar get, the
restrike code (RST) isinserted in the BDA block.

Table 6-6. Modified DTL TTP. A target nominated by JSOTF and passed to JFMCC for
engagement. (Wherethe TTP action is different from the MCO2/FBEJ TTP or the way operations
actually executed in MCO2/FBE-J, the action isin bold type.)
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7.0 High Speed Vessel (HSV) Initiative Key Observations

HSV technology isimmediately applicable to Rapid Decisive Operations (RDO) as it enhances the Joint
Force Commander's (JFC) ability to accelerate his operating tempo. As aresult, this technology creates
opportunities to develop transformational operational concepts that bring military power to bear from
long range at responsive speeds.

The technology found in today’s HSV's leverages proven commercial design to bring an added dimension
to modern nava warfare. Shipyards aready manufacture commercia vessels with a number of militarily
relevant characteristics (see figures 7-1 and 7-2), including high-speed, long ranges at high speed, good
sea keeping ability, shallow draft, and an ability to rapidly adapt to multiple and changing missions. To
the extent these commercia vessels are further modified to meet military needs, they offer the near-term
capabilities that make HSV support to RDO in 2007 possible.

Sea SLICE

Joint Venture (HSV-X1)

These characteristics offer clear advantages to the Joint Force Commander (JFC). Inherent speed and the
ability to operate from austere ports increases the Joint Task Force's (JTF) operational mobility and
reduces an enemy's ability to maintain situational awareness across an extended battlespace. As their
numbers increase and capabilities improve, the ability to deploy sensors; collect, process and disseminate
information; and to host a forward-based commander and his staff become increasingly important to
gaining and maintaining atactical advantage. The HSV' s design characteristics of high-speed, high
payload fraction, and shallow draft lend themselves to operating throughout the battle space, but
particularly in littoral seas. Finally, with enabling systems interfaces and baseline architecture built into
an HSV's command, control, communications, computers, and intelligence (C4l) system, the HSV's
ability to accept C4l modules extends and enhances the JFC's ability to push his command and control
forward into the battlespace.

One characterigtic of HSV employment shared with other types of vesselsis the inherent risk of operating
inalittoral environment. Mines, attacks from small boats, fires from shore batteries, and any number of
other threats must be addressed in vessal design and in planning maritime operations. During FBE-J, a
number of smulated Navy ships and vessels were attacked and sunk during littoral operations. The
simulated HSV experience vis-aVis those threats are summarized later in this chapter (see figure 7-5),

and on the whole are indicative of the wider fleet experience within the smulation. While many observers
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guestion the validity of those losses/results, there is no question that there are significant threats
associated with littoral operations.

Reference
USS Preble
(DDG-88)
511" 66’
8000 tons

Joint Venture
(HSV X-1)
313 x 85’

1250-1900 tons

Reference
USS Shamal
(PC-13)
170 x 25’
288 tons

SeaSLICE
HSV
105 x 55’

237 tons

Figure 7-1. Vessel Sizes™

For HSVs, and for any future vessels that the HSV is a surrogate for, littoral operations and their attendant
threat are issues that must be addressed. Defining and quantifying the threats populating that environment
isaneeded first step. Assessing HSV'S vulnerahility to those threats is the second step. Addressing those
vulnerabilities through changes to vessal design, installation of counter-measures and armaments, and
developing compensating concepts of operations (CONOPS) and tactics, techniques, and procedures
(TTPs) is another step that must be taken. Finaly, maritime planners must have knowledge of and an
appreciation for HSV capabilities and limitations. Areas of specific relevance to HSVs are any increased
vulnerabilities accruing to vessel design and construction, and the ability of an optimally manned vessel
to protect itself and to control damage from an attack.

40 Adapted from the Lockheed Martin Sea SLICE Team Report for FBE-J and MCO02 Initiatives, 2002
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Selected Vessel Statistics
Joint Venture SeaSLICE
Ship particulars Wave Piercing Catamaran (CAT) Small Waterplane Area Twin Hull
(SWATH)
Length (ft) 313 105
Beam (ft) 85 55
Draft (ft) 11-13.5 (total displacement) ~14
Displacement (ST) 1250-1900 237
Y ear Built 1998 (Refit 2001) 1997
Cost ($m, estimated) | ~50 ~15
Speed - Sea State 3 39 knots full, 45 knots lightship 30 knots
- Sea State 4 39 knots full, 45 knots lightship 30 knots
- Sea State5 35 knots, 15 knots in head seas 30 knots
- Sea State 6 30 knots, 15 knotsin head seas Unknown
M ax Speed 45 knots 30 knots
Range (nm) 3000 nm @ 35 knots, 250 tons payload | 2500 nm @ 8 knots, no payload
6000 nm @ 15 knots, 250 tons payload | 2000 nm @ 12 knots, no payload
1200 nm @ 35 knots, 545 tons payload | 600 nm @ 25 knots, no payload
Crew size About 31 About 18
Weapons None 35mm gun; torpedoes; NetFires; 8 NSM
SSM; SAMS, Notel.
Sensors Decca Bridgemaster X and S band Sea FLIR; Sea SAFIRE; Silent Sentry;
radars. Fathometer. Electro-optical director; commercial
radar; Furundafish finder asfathometer.
Note5.
C2 Systems Modular (incl. Ku band SATCOM, Modular (including Ku band SATCOM,
LAWS, ADOCS, GCCSM, MEDAL, LAWS, ADOCS, GCCSM, MEDAL,
IKA for FBE-J.), as needed for mission. | IKA for FBE-J.) Note 2.
Note 1. Weapons on Sea SLICE were modular mock-ups installed for FBE-J.
Note 2. Sensors and C2 systems listed for Joint Venture and Sea SLICE were either organic of modular
systems installed for use during Fleet Battle Experiment — Juliet.**

Figure 7-2. Sdlected Vessd Statistics™

7.1 Experiment Objectives

In order to evauate overal HSV capabilities and utility in support of RDO circa 2007, experiment and
data collection plans established a framework of overarching questions and supporting analysis questions,
developmental objectives, and demonstration objectives. Those plans were augmented by sub-initiative
evaluation plans.

1 Adapted from the Lockheed Martin Sea SLICE Team Report for FBE-Jand MCO2 Initiatives, 2002; with
%zlditional input provided by Joint Venture's OIC.
Ibid.
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7.1.1 Overarching Questions

Experiment design and its supporting data collection plan addressed the following overarching questions
for HSV participation in FBE-J.

What added vaue do a number of high speed, reconfigurable, and multi-mission platforms
provide the JFMCC and the JFC in alittoral campaign as part of an access mission?

What are the missions best suited (or appropriate) to this concept of maritime operations?

In a netted environment with many and varied types of sensors, what are the advantages or
disadvantages of the C2 construct used in this concept?

What conditions and design features must be considered in engineering the capabilities required
to meet the challengesin a 2007 campaign?

7.1.2 Analytic Questions

In order to answer the aforementioned overarching questions, the following supporting analytical
guestions were identified.

HSV's would be suitable for maritime operations if:

(0]

(0]
(0]

They are capable of surviving in the natural and operational environment required for
vessal employment.

The HSV has sufficient endurance to perform its missions.

The HSV has sufficient sea-keeping ability to perform assigned missions (see the sub-
initiatives).

Participation of HSV's could enhance maritime and joint mission performance, due to unique
HSV characteristics related to:

© O 0O

o O

o

High speed
High payload fraction
Shallow draft

Support for off-board vehicle operations (air, includes helicopter and UAV's; surface
includes USV's and small boats; and sub-surface includes UUV's)

C4l support for command and control
Self-deploying
Reconfiguration.

Analysis methodology relied primarily on comprehensive reconstruction of HSV events and case study
analyses specific to the performance capabilities stated above.

Of the overarching questions and supporting anaytical questions, data were gathered from live vessel

operations to address the appropriateness of missions, sensor employment, required operating conditions,

and design features questions. For the supporting analysis objectives, benign wesather in both live vessel
and simulated vessel operations precluded testing the HSV s ability to survive its natural operating

environment.
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7.1.3 Developmental Objectives

In addition to validating data gathered during previous project experimentation, FBE-Js operationa
Setting was an opportunity to gather additional data in support of future ship and system design. Specific
developmental objectives or areas of interest included the HSV's ability to:

Launch and recover helicopters, small boats, and unmanned vehicles (air, surface, and sub-
surface).

Pier-side loading and unloading of personnel, cargo, and equipment.

Support embarked crew and passengers (vessel habitability: berthing, messing, sanitation, work-
spaces).

7.1.4 Demonstration Objectives

HSV-X1 and Sea SLICE were used by a number of agencies to demonstrate agency-sponsored system
performance during FBE-J. Some of those demonstration objectives were designed to show that a system
was interoperable with the HSVs. Data collected against those systems are included in this section. For
other systems, the HSV's were merely platforms of opportunity to demonstrate system performance with
no other HSV-system relationship. Results of this latter (opportune platform) grouping are not recounted
in this chapter.

For both developmental and demonstration objectives, data collection relied on participant observations
of performance, documentation of processes used to perform tasks, and operator interviews.

7.2 Sub-initiative Analytic Questions

In addition to satisfying sponsoring command or agency experimentation requirements, the sub-initiatives
also provide data that helped answer the overarching, supporting analytical, and developmenta questions.
Sub-initiative objectives are summarized in the following paragraphs.

721 HSV Support to MineWarfare (MIW)

Data collection on MIW missions evaluated a live and/or simulated HSV’ s ability to provide or support:

Live vessel C4l (including specialized tools for mission planning and execution), office space,
and hotel services for the embarked MIW Commander (MIWC)

Embarked mine counter measures (MCM) vehicles including SH-60 helicopters (simulated
vessels only) and a variety of remote off-board MCM systems (live and smulated vessals).
Included in the evaluation is HSV's ability to support off-board MCM systems mission planning,
maintenance, mobility, launch, and control during missions; recovery; and post-mission
processing activities.

An embarked explosive ordnance disposal mobile unit (EODMU) with dive boats and diving
equipment, including mobility, office space, mission planning support, hotel services, and
maintenance and supply storage

Providing force protection for other vessals and systems (Sea SLICE only)

Towed sonar for environmental survey, search, detection, and localization of mine-like objects.
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7.22 HSV Support to Navy Special Warfare (NSW)

Data collection on NSW missions evaluated a live and/or smulated HSV' s ability to provide an afl oat
forward operating base (FOB) for NSW forces. In the FOB role, the HSV-X1 embarked a task unit (TU)
headquarters, three SEAL platoons, tactical mobility platforms (RHIB, SDV, etc.), and other required
personnel and equipment. Included in this evaluation was the HSV's ability to provide or support:

A platform for C4l support (including specialized tools for mission planning and execution
control), office space, and hotel services for the embarked TU headquarters

A platform to move NSW forces and equipment

Launch, recovery, mission preparation, and maintenance of tactical mobility platforms (small
boats).

7.23 HSV Support to Ship to Objective Maneuver (STOM)

In light of the fact that the Marine Corps developed an independent experiment and data collection plan,*
FBE-J planners opted not to duplicate their efforts with a separate Navy-generated evaluation of HSV
support to Marine Corps STOM operations. Marine Corps evaluation of the HSV focused on ng

the role of high-speed vessels during Marine Air-Ground Task Force (MAGTF) operationsin alittoral
environment. Included in that evaluation was the HSV's ahility to provide or support:

Insertion/extraction of Reconnaissance, Surveillance, Target Acquisition (RSTA) elements

Reinforcement and sustainment of MAGTF forces ashore in order to maintain operational
momentum

Humanitarian evacuation of personnel (non-combatants)
Command and Control of landward and seaward forces

Operationa intrartheater lift of cargo, vehicles, and personnel.
7.24 HSV in Logistics Support to Deployed Forces Ashore

Asoriginally envisioned, live and smulated HSVs would be evaluated for their ability to support
sustaining logistics to forces deployed ashore. Due to competing requirements for smulated vessels, there
was very little logistics play within the simulation. Live vessel support to logistics operations were
incidental to the Marine Corps STOM and the Army's Force Deployment LOES. Those results are
addressed in other sections of this chapter.

*3 Marine Corps Warfighting Lab (MCWL) report, "MILLENNIUM CHALLENGE 02 LIMITED OBJECTIVE
EXPERIMENT, JOINT HIGH SPEED VESSEL ANALY SIS REPORT," 16 August 2002.
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725 HSV Support to Army Intra-theater Force Deployment

Like the Marine Corps, the Army devel oped an independent experiment and data collection and plan for
MC02.** Consequently, FBE-J planners opted not to duplicate those efforts as well. The Army's principa
objective for their use of the HSV-X1 during MCO02 was the first-time demonstration of the vessel’s
ability to transport complete packages of combat-ready soldiers with their equipment. Although that LOE
was not formally a part of FBE-J, many of the observations and conclusions have relevance to Navy
operation of such avessel, so comments from that effort are included and referenced in this report.

7.3 Summary of HSV Support in FBE-J

There were both live and smulated HSVs in FBE-J. Day-to-day employment of the HSVsisshownin
figures 7-3, 7-4, and 7-5. The first two figures summarize live HSV employment*® while 7-5 summarizes
simulated vessel employment.

JOINT VENTURE OPERATIONS 24 JULY -7 AUGUST 2002

DATE | MISSIONS REMARKS

7124 | MCM, U/W. Conducted U/W BPAUV, REMUS(2), and OWL 11 USV launch and recovery
MIW EOD | aong with three supporting RHIBs. SH-60 DLQs. Planned embarkation of
COMMCMRONTHREE as MIWC delayed due late vessel delivery to Navy, need to
groom C4l capability. MIWC operated from FCTCPAC while C4l problems resolved.

7/25 | MCM U/W. Embarked DV's and media and demonstrated BPAUV, VSW/REMUS and OWL
ops. Disembarked DVsvia CH-46. MIWC remained at FCTCPAC. Completed C4l
installation and testing.

7/26 | MCM, U/W for MIW ops with MIWC embarked and C4l fully functioning. BPAUV and OWL
MIWC daylight mission launch and recovery. BPAUV overnight mission launch. SH-60 DLQs.

7/27 | MCM, U/W-overnight for MIW ops with MIWC embarked. Recovered BPAUYV after all night
MIWC, mission. USMC CH-46 DLQs. Inserted NSW Hydro Survey team after dark and
NSW recovered very early AM.

7/28 | MIWC; RTP AM. Offloaded MCM equipment but MIWC remains embarked. Unloaded USMC
NSW, Recon and SOF team. Pier-side SDV trials. U/W for SDV day and night trials and night
UsSMC USMC Recon insert.

7/29 | MIWC, U/W. Engine casualty en route Camp Pendleton forced cancellation of Del Mar Boat
STOM Basin rehearsal. USMC vehicles|loaded at NAVSTA San Diego. Engine repaired.
rehearsal MIWC operations continued.

7/30 | MIWC, U/W. Entry into Del Mar Boat Basin via very narrow and shallow channel. Jv moored
STOM unassisted to a causeway pier rapidly offloaded USM C vehicles and on loaded CODEL

and media simulating evacuees. Entire evolution completed in just over one hour. Flight
opsimmediately upon leaving harbor and CODEL disembarked by HELO. MCMRON 3
as MIWC disembarked and shifted to FCTCPAC as planned.

7/31 | Medica U/W Medical LOEs. Refueled. Established NSWTU command center in C4l space.

8/1 NSW U/W. Embarked CINCPACFLT and media for underway demonstration and returned to
port. NSWTU C2 ops.

44 Military Traffic Management Command Transportation Engineering Agency [MTMC-TEA] report "JOINT
VENTURE (HSV-X1): TRANSPORTABILITY ANALY SIS OF VESSEL LOADING DURING MILLENNIUM
CHALLENGE 2002, Port Hueneme, California, to Port of Tacoma, Washington, (11 Thru 13 August 2002), " 29
OCTOBER 2002

4> See the Joint Venture and Sea SLICE daily summary reports for additional information on vessel activities during
FBE-J. Additional input provided by Joint Venture's OIC.

149




8/2 DVs; NSW, | U/W overnight for NSW ops with NSWTU embarked. Embarked CNO for underway
SCORE demonstration. CNO disembarked via SH-60S. Conducted DL Qs with two SH-60S. Ran
Range SCORE range with USS ALABAMA. Conducted FAST rope training and DLQs with
three HH-60 and embarked SEALSs. Transited north at 35 knots to vicinity Pt Hueneme.
8/3 NSW Ex-scenario. Night rendezvous and recovery of SDV at sea. RTP, offloaded SDV. U/W
VBSS overnight for VBSS rehearsals and operations. Launched 11m RHIBs. Daylight VBSS
rehearsal using JV astarget for boat teams and helo fastroping followed by night VBSS
operation with forces originating from and controlled by NSWTU aboard JV.
Successfully demonstrated UAV control from JV. Successful TCDL link from VPU P-3.
8/4 NSW Ex-scenario. Operating out of Pt. Hueneme. U/W for VBSS rehearsals and operations.
VBSS
8/5 NSW Operating out of Pt. Hueneme. U/W overnight conducting in-scenario VBSS ops.
VBSS Embarked CPG-3 and staff and disembarked by Helo.
8/6 NSW Ex-scenario: Operating out of Pt. Hueneme. Recovered 11m RHIBs. RTP NAVSTA San
VBSS Diego. Offloaded NSWTU Hawk. U/W 1000-1500 for MC02 DV embark.
Transit SD
8/7 DV Ops U/W 1000-1400 for CODEL embark. Turnover to Army.

Figure 7-3: Joint Venture Operations 24 July - 7 August 2002.
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LIVE SEA SLICE OPERATIONS 24 JULY -7 AUGUST 2002

Date Missions Remarks
7/124 | MCM Concurrent live and simulated ops. Used Klein sonar in support of Q-route clearance for
Red Beach. Had 17 contacts at sea but was unable to enter datainto MEDAL
7/125 | MCM Concurrent ops. Using Klein sonar in support of Q-Route clearance of Red Beach
7/26 | MCM Concurrent ops. Using Klein sonar and REMUS in support of Q-Route clearance of Red
Beach.
7127 | Pier side, Ex-scenario. Installing Net Fires canister launchers
San Diego
7/28 | Atsea Ex-scenario. Underway conducting gun alignment checks.
7129 | AMWC Concurrent ops. Supporting USMC STOM into Del Mar Boat Basin. Fired 80 LAM and
PAM munitions against fixed land targets such as SAM, 122 mm artillery, and CSSC-3
Coast Defense Batteries. During night, patrolled south of ARG to protect against small
boat and submarine attack using Millennium gun and torpedoes.
7/30 [ ASUW, Concurrent ops. Provided ASUW and Net Fires support for STOM. Simulated remote
Firesfor launch of PAM/LAM. Transited @26 kts. Used FLIR/EO and Millennium Gun to engage
STOM, small boats. Supported JV entrance to Del Mar Basin. Transit to Pt. Hueneme for RON.
SWARMEX
7/31 | LiveFire Ex-scenario. 35mm Millennium Gun successfully engaged towed surface target.
demo
8/1 | LiveFire Ex-scenario. Successful demo of Millennium Gun against periscope-sized target at range
demos of 500 yds.
8/2 Firedemo Ex-scenario. Livefires Net Fires Blast Test Vehicle (BTV).
8/3 | Inport, Pt. Ex-scenario. Completed live fire demo, returned to Pt Hueneme. Replaced workshop
Hueneme. module with crew berthing module (20 min). U/W 1800 to join JV for VBSS ops.
U/W VBSS
8/4 | VBSS Concurrent ops. U/W 1730 to join JV for VBSS. Passive sensors detected and tracked
targets rapidly and accurately
8/5 | Transit San Ex-scenario. Prepare for DV operations.
Diego
8/6 | Inport, SD; Ex-scenario. DV tours morning; U/W for medical personnel toursin afternoon
local ops
8/7 | Inport SD, Ex-scenario. DV tours
DV

Figure 7-4: Live Sea SLICE Operations 24 July -7 August 2002.
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SIMULATED HSV EMPLOYMENT IN FBE-J

Date | HSV(M)-21 HSV(M)-22 HSV(M)-23 HSV(M)-24 HSV(M)-4265 SeaSLICE
Agile Aggressive Exultant Impervious Hercules (Simulated)
7124 MIWC,MCM [MCM Direct support  [DS-NSW 7" Fleet ITL N/A
(DS)-XMEB ITL
7/25 MIWC, MCM _|[MCM DS-XMEB ITL |[DS-NSW 7" Fleet ITL N/A
7/26 MIWC, MCM _[MCM DS-XMEB ITL |[DS-NSW 7" Fleet ITL N/A
7/27 MIWC, MCM _|[MCM DS-XMEB ITL |[DS-NSW 7" Fleet ITL N/A
7/28 MIWC, MCM _|[MCM DS-XMEB ITL |[DS-NSW 7" Fleet ITL N/A
7/29 MIWC,MCM _|[MCM DS-XMEB ITL |[DS-NSW 7" Fleet ITL N/A
7/30 MIWC, MCM, MCM Sunk by missiles [DS-NSW 7" Fleet ITL N/A
ITL for MIWC
7/31 MIWC, MCM, [MCM Sunk DS-NSW 7" Fleet ITL Escort
ITL for MIWC defecting Kilo
sub
8/1 |sunk MCM Sunk DS-NSW 7" Fleet ITL Escort
defecting Kilo
sub
8/2 |sunk Sunk Sunk DS-NSW 7" Fleet ITL transit; STWC
8/3 [Sunk Sunk Sunk DS-NSW, on-call [7" Fleet ITL STWC; ARG
CSAR sppt
8/4 |Sunk Sunk Sunk DS-NSW Chopped to 5" ARG sppt;
Fit,intransitto  [Sunk
Straits to support
JFMCC/ JFLCC
ops.
8/5 [Sunk Sunk Sunk DS NSW In transit Sunk
8/6 [Sunk Sunk Sunk DS X-MEB (island DS NSW Sunk
seizure, landings)
8/7 [Sunk Sunk Sunk DS X-MEB (island DS NSW Sunk
seizure, landings)

Figure 7-5: Simulated HSV Employment in FBE-J

48 Early in FBE-J planning and based on Joint Venture's commercial, off-the-shelf technology and previously
established CONOPs, NWDC proposed establishing significant numbers of HSV s within the scenario simulation.
Included in that proposal were 4 HSV's and 6 Sea Slice variants supporting Assured Access missions, 4 HSV's
supporting logistics missions, and 4 Army Theater Support Vessels (TSVs) to support Army requirements. See the
"Naval Blue Force Master w/ TPFDD info" spreadsheet dated 25 Feb 02 for additional details. JFCOM turned down
that proposal. With the sinking of the third simulated HSV, exercise controllers decided there was a need to bring
additional HSVsinto the scenario. NWDC resurrected its earlier work and established a global inventory of 10
HSVsin accordance with the aforementioned CONOPS, with Hercules coming into theater from 7" Fleet. Seethe
NWDC paper "Global HSV Assets" created 1 August 2002.

*" There was never more than one Sea SLICE in the scenario at any one time. Early execution planning called for
live Sea SLICE operations to be portrayed in the common operating picture using that vessels embarked JSAF
terminal. When live vessel operations were conducted outside the scenario, the JSAF operator and the Sea SLICE's
systems operators would continue to ‘fight' the vessel in the scenario. During execution, it was discovered that the
live Sea SLICE would not be able to support day-in and day-out operations within the simulation. In response to that
change, asimulated Sea SLICE was established at FCTCPAC to keep the vessel in play whenever the live Sea
SLICE was ex-scenario.

152




7.4 HSV Analysis Results

This section discusses analysis results from those objectives adequately supported by data. Overarching
questions are answered in this chapter's summary, section 7.6.

741 Suitability of HSVsfor MaritimeOperations

The HSV experiment and data collection plans posit that a force of littoral surface combatants with the
characteristics of an HSV will be suitable for Naval operations.*® Suitability was addressed in those plans
in terms of survivability, endurance, and sea keeping. Technical data on sea keeping had aready been
collected for Joint Venture as part of the joint HSV project, so only those conclusions discussing
survivability and endurance are summarized here.

7411 Survivability

For any vessdl, survivability is afunction of its ability to operate in its natural (or physicd) and its
physical operating environment. For both live and simulated vessel operations, natural environmental
conditions were not tested due to the very benign weather and sea conditions experienced during FBE-J.
Consequently, only issues associated with simulated vessel survivability in its operating environment are
addressed.

One characteristic of HSV employment shared with other types of vessalsis the inherent risk of operating
in alittoral environment. Mines, attacks from small boats, fires from shore batteries or any number of
other threats must be addressed in vessel design and in planning maritime operations. During FBE-J, a
number of simulated Navy ships and vessels were attacked and sunk during littoral operations. The
simulated HSV experience vis-a-vis those threats is summarized below, and on the whole is indicative of
the wider fleet experience within the smulation.

HSV (M)-23 sunk by amissile on 30 July 2007 while supporting the Marines.
HSV (M)-21 sunk on 1 August 2007 while conducting MCS/MCM ops. Cause unknown.
HSV (M)-22 sunk by amissile on 2 August 2007 while conducting MCM ops.

Sea SLICE (simulated) sunk by missiles on 4 August 2007 while providing fires support to the
TARAWA ARG.

Each loss was due to the vessel coming in range of a threat, primarily missiles. Vessel operations within
range of afatal threat can be attributed to not knowing of the threat's existence, a breakdown in command
and control, alack of knowledge on vessdl capahilities and limitations, or a determination by the
operational commander that such risk was warranted. There is ho evidence from the simulation that those
vessals fired their weapons (SEARAM, machine guns, grenade lauchers) in defense against the thrests.

While some observers question the validity of those losses/results, there was no question in participant
minds of the significant threats associated with littoral operations.*® For HSV's, and for any vessels that
the HSV acts as a surrogate, littoral operations and their attendant threat are issues that must be addressed.
Defining and quantifying the threats populating that environment is a essential first step. Assessing HSVS
vulnerability to those threats is the second step. Addressing those vulnerabilities through changes to
vessel design, installation of counter-measures and armaments, and devel oping compensating CONOPS
and TTPsis another step that must be taken. Finally, maritime planners must have knowledge of and an

8 FBE-J Experiment Plan, Joint Initiatives — High Speed Vessel
49 Qualitative Survey, MIW, Question 16
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appreciation for HSV capabilities and limitations. Areas of specific relevance to HSVs are any increased
vulnerabilities accruing to vessel design and construction, and the ability of an optimally manned vessel
to protect itself and to control damage from an attack.

7412 Endurance

Endurance is directly related to a vessal's ahility to conduct sustained operations. Endurance encompasses
considerations such as equipment and systems reliability; fuel storage, fuel consumption; crew ability to
support long-term, high tempo operations; and essentia support to embarked systems and personnd, i.e.
hotel services such as water, food, power, and air conditioning.

In avessel where those considerations were not principal design factors, endurance is very limited. Sea
SLICE, built as a hull-form technology demonstrator, is an example of such avessdl. Sea SLICE's
endurance during FBE-J was very limited, and experimentation CONOPS were developed to
accommodeate that limitation. As a surrogate for other vessels however, Sea SLICE's limited endurance
had very little impact on its ability to meet planned experimentation objectives.

In vessels where endurance considerations were given more weight in their design, greater endurance can
be expected. Joint Venture, as a car ferry designed for short duration, high speed transits between ferry
terminals, could be expected to have reliable commercia equipment and systems but only a limited ability
to conduct sustained, high tempo military operations. To the extent that the vessel was modified with
extrafuel and water storage, water-making capability, food storage, increased crew size, permanent (but
austere) crew berthing, etc., its endurance increased. Due to funding and time constraints, those
modifications were limited, so increases in vessel endurance were also limited.

Available data do not support drawing conclusions on equipment and systems reliability asthey relate to
the vessels themselves. It is sufficient to observe that equipment reliability was adequate to the task and
that each vessel completed its planned experimentation. There are enough data, however, to evaluate the
other endurance considerations of fuel storage and consumption, support from the crew, and support to
the crew and/or passengers.

74121 Fuel Storage and Consumption

By far the best opportunity to evaluate vessel endurance as it relates to fuel storage and fuel consumption
isthe Army's delivery voyage of Joint Venture from CENTCOM to San Diego and its subsequent
turnover to the Navy for FBE-J execution. Covering atota distance of 13226 nautical milesin an elapsed
time of 23 days 6 hours, with an average underway speed of 28 knots, with only four stops for fud the
statistics speak for themselves. HSV technology strongly enhances vessel endurance vis-a-vis fud storage
and consumption.>®

74122 Crew Manning and Performance

During FBE-J, both Joint Venture and Sea SLICE had core crews augmented by embarked personnel and
staffs to create their respective warfighting capabilities.

%0 Additional information on the Army's transit voyage is available in a 16 July Power Point brief " Army Route
Persian Gulf to San Diego;" a 16 July spreadsheet "Army Route Persian Gulf to San Diego;" and U.S. Army
Combined Arms Support Command report "HSV-X1 (Joint Venture), U.S. Army Snapshot, 20 March 02 to 13 July
02" dtd 15 Jan 03.
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Joint Venture's core (or basdline) crew consisted of 31 sailors and soldiers. As aresult of lessons learned
from previous operations, crew size increased to 42 in order to support embarked staff operations.
Embarked staff more than doubled those numbers. Sea SLICE's four core crewmembers were augmented
with an additional 10 systems operators to give that vessdl its warfighting capabilities.

While all deck evolutions, support for embarked staffs, and appropriate services were safely and
effectively accomplished, Joint Venture's experience during FBE-J suggests that assumptions regarding
adequate crew size need to be reviewed for any vessel similar to HSV's. As an example, when the vessel
went to flight quarters, 19 crewmembers were pulled away from their primary duties to support flight
operations.® Although not quantified, the opportunity cost associated with flight operations was not
insignificant.>

More insidious, and with more potential impact on vessal endurance and ability to accomplish assigned
missions, is the impact of reduced crew size and vessel habitability on individual crewmember
performance. Optimal vessel manning only makes sense to the extent that it takes into account individual
performance.

During FBE-J, asmall, very limited experiment was conducted to evaluate the relationship between the
Joint Venture, its crew, and fatigue. Activity levels for 4 crewmembers were monitored during the
experiment. As a group, these crewmembers averaged approximately 3 hours sleep per night, with arange
from 2 to 5 hours. Individuals with deep patterns such as those seen on the HSV have predictable
decrements in performance and a greatly increased risk of mishaps due to lapses in attention and fatigue.>®
Given those conditions, Joint Venture's successful completion of missions without mishap during FBE-J
is testimony to a superb, well-led crew. Nonetheless, while the small sample size limits conclusions, these
results warrant further investigation for their risk management implications and impact on future ship
design (and endurance).>

Additional discussion and information on thisissueis available in Chapter 19 and Appendix 11.

74.1.2.3 Hotel Services

As mentioned earlier, neither Joint VVenture nor Sea SLICE were designed to accommodate significant
numbers of crew and embarked staff for long periods of time. The limited amount and quality of hotel
services limited each vessal's endurance. A known constraint before experiment execution, CONOPS for
these surrogate vessels was adjusted to compensate for these limitations. Participants, while noting
shortfalls,>>*® took the minor hardships in stride and completed their missions. The predetermined
conclusion from this aspect of vessel operations is that if greater endurance is desired, more consideration
must be given to hotel services.

> Fleet Battle Experiment — Juliet, HSV Initiative, Summary Report, Additional Information

2 MCWL report, p. 21

%3 Hursh, S. R., Redmond, D. P., Johnson, M. L., Thorne, D. R., Belenky, G., Balkin, T. J,, Storm, W. F., Miller, J.
C., and Eddy, D. R. (in press). Fatigue Models for Applied Research in War Fighting. Aviation, Space, and
Environmental Medicine, 2002.

>4 Manning lessons |earned from FBE-J confirmed the need identified earlier to increase HSV crew size. Whilethe
FBE was being conducted, Navy planners were working on design criteriafor Joint Venture's replacement. Asa
result of this data, crew size for HSV-2 (scheduled for delivery to the Navy in July, 2003 is set at 40.

°° Fleet Battle Experiment Juliet (FBE-J), Survey Results, HSV.

% MCWL report, p. 21.
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74.1.3 Suitability Summary

Conclusions as to vessel suitability for Naval operations must be reached cautiously. Both Joint Venture
and Sea SLICE are surrogates for future vessels. As surrogates, during FBE-J they were super-imposed
into artificial operating environments in order to gather data on their suitability. Despite these
artificidities, there are enough data to suggest that HSV technology, and in the case of the Joint Venture
the vessdl itsdlf, are potentially suitable for Nava operations. To the extent that these surrogates were
modified, they became even more suitable. With greater emphasis given to survivability, manning,
personnel services, and other considerations in vessdl design, their suitability for Naval operations will
increase further.

742 HSV Characteristicsand Mission Performance

As surrogates for future vessels, assessing the value of selected HSV characteristics provides program
offices with important data during their design deliberations. As an example, if one of the HSV's unique
characterigtics is speed, then the FBE-J experience should identify numerous opportunities where speed
was a deciding factor in mission success. Confirming the value of HSV speed should suggest to program
managers that there is aneed to invest in future vessal's speed. Conversdly, if the FBE-J experience
suggests speed is not that critical, then the investment in speed can be reduced in favor of other
characteristics more important to mission accomplishment. In this section, the HSV characteristics of high
speed, high payload fraction, shallow draft, support to other vehicle operations, and a sampling of other
considerations are discussed.

7421 High Speed

Navy officers know intuitively that some speed is good, and more speed is better. At first glance, as
smulated vessels conducted transits into the scenario's theater of operations, the ability to close the force
quickly by taking advantage of the vessels high speeds seems to bear out this intuition. The smulated
vessal HSV (M)-25 entered the theater of operations at 51 knots. >’ Joint Venture routinely demonstrated
speeds of 25 knotsin transit and when engaged in VBSS operations. It also “conducted daily high-speed
transits to and from the southern California (SOCAL) operating areas in support of multiple tasking (to
include 17 unassisted port entries and departures).”*® During the health services DV operations
demonstration, its speeds averaged 31 knotsin 2-3 foot seas™® Sea SLICE transited at 26 knots during
FBE-J and made speeds of 30 knots during VBSS operations. The Army live vessdl delivery of Joint
Venture from CENTCOM to the San Diego, the trangit into and out of Del Mar Boat Basin, and some
limited anecdotal comments from the MIWC staff aso reinforce the conclusion that speed has value.

A review of both live and smulated vessel usage during FBE-J suggests however that high speed, while
till an important characteristic, was not as important as other characteristics within the scenario. With the
exception of transits to, and occasionally within atheater, see tables 7-3, 7-4, and 7-5, high speed was not
aprincipal determinant in mission success. The primary reason for the limited display of vessel speed is
their assigned missions. Speed has limited utility in MCS and MCM roles (HSV (M)-21 and -22), or
while in port waiting for missions (HSV (M)-23 and -24). If those vessels primary missions had been
logistics support or force closure, speed as a premium would have been valuable.

>" WS Chat Log, 6 Aug 02
8 HSV Preliminary Quicklook Report
%9 “Underway Evaluation of the HSV for Health Service Support Capabilities,” NWDC Trip Report
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The FBE-J experience suggests that future vessal designs should not ignore other HSV design
characterigtics in favor of speed. As an example, through modeling and careful analysis of anticipated
vessel CONOPS, program managers may find that vessal ability to enter austere ports and discharge cargo
may have greater value than speed.

7422 High Payload Fraction

Simply stated, payload fraction refers to that portion, or fraction, of total vessel displacement that can be
devoted to payload. Maximum payload (high payload fraction) is aso afunction of fuel and cargo. For
HSV's, the greater the fuel load and subsequently greater range and/or higher speeds, the smaller the
cargo. Greater cargo loading, however, results in a smaller fuel load and subsequently shorter range
and/or lower speeds.

Joint Venture's maximum payload is 840 tons; nearly equal to its deadweight 915 tons (the basic vessel
weight without fuel or cargo). Sea SLICE, as a hull-form technology demonstrator, was not designed to
have a high payload fraction.

With one exception in an associated action, payload fraction was not a principal determinant for mission
success during FBE-Jin either live or simulated vessdl play. The exception was the Army's SBCT
movement from Port Hueneme, California to Tacoma, Washington. With vehicles (386 tons), trip fuel,
and fuel reserve the Joint Venture's payload was only 668 tons, well under her maximum payload. No
other live HSV action in the experiment came close to demonstrating the values of high payload fraction.
This one exception however, demonstrates the efficacy of ships with high payload fraction.

74.2.3 Shallow Draft and Vessel Maneuver ability

Shallow draft and vessel maneuverability were principa determinants in the success of live vessel
missions. During FBE-J, both Joint Venture and Sea SLICE took advantage of their relatively shallow
drafts of 13 and 14 feet, respectively to provide support. Both vessels moved into shallow water, close to
shore, to support MCM operations. Additionally, in a demonstration of fine seamanship and as a
validation of the value of shallow draft coupled with great maneuverability, Joint Venture entered Del
Mar boat basin, moored, offloaded equipment, and departed without assistance. To improve maneuvering
visihbility, the vessel was backed up the relatively long, narrow (150 yards wide), and shallow (18 foot
depth) channel. The transit took approximately 20 minutes at 2 to 5 knots, was done without assistance
from tugs, and passed without problems. Once in the basin, the vehicle ramp was lowered onto a pre-
positioned causeway and vehicles were offloaded, people loaded aboard, and the vessel departed, al in
approximately an hour.® Joint Venture was by far the largest vessel to ever enter this basin.

The importance of Joint Venture's Del Mar boat basin operation to force closure; reception, staging,
onward-movement, and integration (RSOI); STOM; and force sustainment, cannot be overstated.
Depending on the operating theater, independent studies suggest that the number of ports available for
military use increases by nearly 600% when depth requirements are reduced from 36 feet to 15 feet (or
under).®* Expanding the number of available portsin turn, expands the freedom and opportunities
available to ajoint force conducting the aforementioned operations.

80 MCWL report.
1 CNA Research Memorandum D0005440.A 1/Final, World Ports: Pier Depth and Harbor Size—Parts| & 11: The
Mediterranean and Black Sea, by Daniel P. Roek, January 2002.
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7424 Support for Air, Surface and Sub-Surface Vehicle Operations

HSVs ahility to support air, surface, and sub-surface operations was a principa determinant in successful
completion of their assigned missions. The ability to support these operations makes each vessel more
than just a ship moving through the water. The ability to support these operations transforms these vessels
from a car ferry or atechnology demonstrator into awarship, even if only as a surrogate in an artificial
environment. Support to those operations is discussed more fully in the following paragraphs.

74.24.1 Air Operations

Both vessels ahility to support helicopter operations contributed to successful mission completion. Sea
SLICE, without alanding deck, was not able to support helicopter takeoff or landings. Nonetheless, it
demonstrated an ability to support limited vertical replenishment and movement operations when a CH-
46 from HC-11 lifted Joint Warfighter's Counterfire System (JWCS) from Sea SLICE to shore. IWCS
provides fires support to troops ashore.

Although limited to day, visual flight rules operations by her Naval Air Systems Command
Certification,® Joint Venture made good use of her ability to support helicopter operations.

SHG60F — Deck Landing Qualifications (DLQs) (30 takeoffs/landings)
HHG60H - NSW fast rope (16 takeoffg/landings)

H60S - DLQ/CNO transfer (6 takeoffs/landings)

Navy CH46 - Passenger transfers (2 transfers)

USMC CH46- DL Qs (14 takeoff/landings)®®

Joint Venture's helicopter support limitations are entirely due to previous decision to limit the amount of
modifications made to this former car ferry. Only enough modifications were made to evaluate or
demonstrate the value of helicopter operations from HSV's during concepts-based experimentation. Night
lighting, NAVAIDs, fuel storage, and aviation refueling systems were not installed.

Among the comments accruing to FBE-J include the small size of the helicopter deck, and obstacles or
restrictions to approach and landing.** Lessons learned from Joint Venture's continuing helicopter
operations need to be distilled and provided to program offices using HSV's as surrogates for development
of their vessels.

74242 Surface and Sub-Surface Oper ations

Even more critical to HSV success during FBE-J than air operations were the vessal's ahility to support an
impressive array of surface and subsurface vehicle operations. The Joint Venture and/or Sea SLICE
successfully launched, operated, and retrieved the following vehicles:

Battlespace Planning and Autonomous Undersea Vehicle (BPAUV)
Rigid Hull Inflatable Boat (RHIB)

Remote Minehunting System (RMS)

Remote Environmental Monitoring Unit System (REMUS)

62 COMNAVAIRSY SCOM PATUXENT RIVER MD R 172102Z DEC 01.
%3 Fleet Battle Experiment — Juliet, HSV Initiative, Summary Report, Additional Information
8 MCWL report
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Klein side-scan radar

The Unmanned Harbor Security Vessel (UHSV) OWLIII
Swimmer/SEAL Ddlivery Vehicle (SDV)

Combat Rubber Reconnaissance Craft (CRRC)

Due to her small size and limited deck storage space, Sea SLICE support to surface and sub-surface
operations was limited to Klein sonar deployment and interoperability demonstrations with REMUS and
RHIB deployment. CONOPS were developed to take advantage of her capabilities. Sea SLICE's Klein
side scan sonar operations in support of Q-route clearance for the Mine Warfare Commander provided a
valuable demonstration of the vessel's capabilities to work in shallow waters while deploying surface and
sub-surface systems.®

Joint Venture's greater size, particularly its 12,000+ square foot mission bay/vehicle deck make it ideally
suited to support surface and sub-surface operations. Advantages cited for using Joint Venture for
autonomous underwater vehicles (AUV's) deployment included:

The large bay to prepare for launch

Flexibility and room aboard

Robust C4l suite

Speed and maneuverability of the vessel

The large number of AUV's that can be carried and deployed. ®°

With recognition that these were surrogate vessels and while applauding their capabilities, participants
noted that both vessels vehicle deployment systems were not optimized for surface and sub-surface
system deployment and retrieval. Mention was made of Sea SLICE's knuckle-boom/A-frame.®” Joint
Venture's well-documented deficiencies in the crane used to launch and recover surface and sub-surface
vehicles were a source of comments as well.®® Passenger unloading off of Joint Venture's port quarter was
identified as an area of concern.*® All of these and other comments are valid concerns that should be taken
into account when the lessons learned from these surrogate vessels are carried forward into future ship
design.

Additiona discussion of HSV support to surface and sub-surface operationsis available in Chapter 11
(Mine Warfare).

7425 C4l Support for Command and Control

Within the HSV initiative, evaluation of the vessals ability to support C4l functions was limited to
determining the relative worth of C4l as an important vessel characteristic. Both live HSVs were
configured to provide C4l support through robust systems underpinned by high bandwidth Ku-band
satellite communications.

Most of Joint Venture's C4l evaluation came from the MIWC and his staff (see chapter 11, MIW).
Without duplicating the discussion in the MIW chapter, "... There was widespread support and praise for
the HSV [Joint Venture] as a command and control platform (Chapter 11, par. 11.3.3). The NSW Task

%5 ockheed-Martin Sea SLICE report

6 Qualitative HSV Survey, Question 31

87 |_ockheed-Martin Sea SLICE report, p. 26
%8 MCWL report, pp. 8 & 9

9 1pid, p. 14
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Unit embarked and used their own C4l equipment, and Marine Corps STOM operations made only light
use of the vessdl's C4l capabilities (PRC-117, |CS 2003 Matrix Plus monitoring system).”

Sea SLICE's ability to support C4l functions was limited principally by her small spaces and consequent
inability to support embarked C2 staffs.

Like the ability to support air, surface, and sub-surface operations, the HSV's ability to support C4l
operations is what distinguishes the HSVs in FBE-J from a car ferry or atechnology demonstrator. C4l is
afundamenta underpinning for RDO.

74.2.6 Self-deploying

As previously mentioned during the vessel endurance discussion, Joint Venture demonstrated a superb
capability to self-deploy over gresat distance at high speed with no support from auxiliary refueling
vessels. Although no data were gathered to evaluate the impact of that self-deployment, or the impact of
smulated vessel self-deployment within the scenario, there should be no doubt as to this characteristic's
value to the Joint Force Maritime Component Commander (JFMCC) and his staff.

7427 Reconfiguration and Modularity

The value of these vessels to reconfigure for different mission sets was demonstrated through live vessel
operations, athough only one smulated HSV was reconfigured. In order to meet the demand for live
vessal access by various staffs, Joint Venture was configured or reconfigured for different missions five
times over atwo and a half week period.”* Sea SLICE was configured or reconfigured four times over that
same period, as shown in figure 7-4. In the fluid environment characterizing RDO, there is no question of
the utility of vesselsthat can reinvent themselves to meet a variety of requirements.

Specid note should be made of Sea SLICE's superb use of mission modules to give that hull-form
technology demonstrator its warfighting capability. Sea SLICE had a comprehensive system for standard
installation of deck-mounted equipment associated with particular missions. This standardization
permitted installation and securing of equipment or modules very quickly, usualy within minutes.”” From
amodularity perspective, the vessal itself was a communications backbone supported by a series of
interfaces that allowed Sea SLICE to accept and integrate the following capabilities.

Three C2 containers
A storage/maintenance shelter
Crew quarters
Weapons modules
o 35 mm Millennium Gun
0 Torpedo Launchers
0 NetFiresLive Fire Launcher
o JWCS STOM Support Launcher
0 NetFires mock up launchers

Small boat crane

There is much to learn from the Sea SLICE team's innovative approach to modularity.

0 pid, p. 22
"L HSV Preliminary Quicklook Report.
2 |_ockheed Martin Sea SLICE Report.
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74.2.8 Characteristics Summary

This brief review provides insight into how various HSV characteristics contributed to successful mission
accomplishment. Every one of the aforementioned characteristics has value. Clearly, HSV’ s ability to
support air, surface, and sub-surface operations enabled by arobust C4l system gives the vessels military
utility and is arguably their most important characteristic. This 'most important' category also includes
vehicle loading, unloading, and cargo handling considerations. A close second are the characteristics of
shalow draft and vessel maneuverability. The ability to move into and out of large numbers of austere
ports provides the JFC a distinct advantage in the conduct of his operations. While not fully exploited
during this experiment, the value of high speed, high payload fraction, and self-deployment are
characteristics that ship designers must keep in mind when developing future ships and vessels. Findly, in
the continuing era of austere funding, the flexibility inherent in reconfigurable vessals will be of
significant value to future JFM CCs as they shape the battlespace with ever-smaller numbers of ships.

743 Other Considerations

In addition to the discussion on the value of vessel characteristics or the vessdl's suitability to support
Naval operations, there were other observations that should be noted in this report.

7431 Health Services Support Assessment

Although not formally a part of the HSV initiative, NWDC took advantage of the proximity of San-Diego
based health services expertise to conduct a preliminary evaluation of the Joint Venture's ability to host or
provide health services support (HSS). Those evaluations,” ™ conducted before and during FBE-J,
provided awedlth of information for use in HSV design and HSS CONOPS devel opment. Included in
those reports were observations of certain environmental or other conditions aboard the vessel that
warrant consideration in design or additional study. These include:

Noise levels ranging from 85 to 96 decibels in the mission bay deck, requiring all personnel
working on that deck use hearing protection and interfered with basic medical procedures such as
hearing manual blood pressure and lung sounds with a stethoscope

The passageways were too narrow and elevators too small for litters

A ramping system is needed as a backup for the elevators

The vessal might be better suited to be rapid transportation out of a combat area rather than a
mobile treatment facility

Poor air quality due to diesel fumes was evident in the mission bay when the vehicle was loitering
Seasickness and fatigue while underway would impair the effectiveness of medical personnel.

7432 Vessal Allocation

An unlooked for challenge affecting smulated HSV usage and the data that should have flowed from that
usage was the difficulty the JTF HQ and its component staffs had in effectively planning for and using
this emerging, multi-mission asset. Symptomatic of the problem were simulated HSV s not showing up on
maritime tasking orders (MTOs), not planned for or requested in maritime support requests
(MARSUPREQs), and not controlled in the simulation. While there is no evidence to suggest that a lack
of control contributed to the sinking of any of the simulated HSV's, there is no evidence to suggest

3 "Underway Evaluation of the HSV for Health Service Support Capabilities,” Trip Report, CDR Sara Marks, NC,
USN

"4 "Fleet Hospital Specific Pier Side And Underway Evaluation Of The High Speed Vessel (HSV) For Health
Service Support (HSS) Capabilities," Trip Report, 16-20 July 2002 and 31 July 2003.
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otherwise. The challenges these staffs faced were primarily due to a still maturing maritime planning
process (see chapter 5) and an immature HSV CONOPS.”

As the experiment continued to unfold, the JFMCC staff adopted a work-around procedure of placing all
HSVsin acommon-user pool used to manage logistics assets. This practice was widely acknowledged as
aless than optimum solution as PWCs would always be uncertain as to HSV availability, and never have
“ownership” of the asset for detailed planning. This problem was noted in MIW, when clearance tasks
took severa daysto accomplish, but repetitive MARSUPREQs were not issued to ensure continuity of
tasking. Unfortunately, no other alocation solution evolved during the experiment. The opportunity cost
associated with this problem was a less-than-effective employment of the simulated HSV assets.”®

7.5 Sub-Initiative Results
751 Reaultsfor HSV Support to Mine Warfare

Chapter 11, MIW, provides a detailed discussion of all aspects of MIW during FBE-J. Summarized here
are findings relevant to an evaluation of HSVs.

The HSV-X1 provided MIW support as a platform for experimentation from 23-28 July with launches of
BPUAV, REMUS, OWL IlI, and aVSW Detachment; and as the MIW Commander’s flagship from 26 —
30 July. While functioning in that flagship capacity, it embarked the Tadpole data processing system for
BPAUV and used MEDAL, LAWS, GCCS-M, and IWS software.”’

Sea SLICE acted as an MCM platform from 24-26 July, clearing Q-routes with an embarked Klein side
scan sonar and REMUS. MEDAL was the software system used aboard Sea SLICE during MCM
operations.

"The concept of using the HSV asaMIW C4ISR platform to support the MIWC was highly successfully.
The HSV proved to be a“good test platform and a suitable interim solution to the MIW C2 issue.””® The
C4ISR suite provided the MIWC with adequate space and sufficient tools to participate in the JFMCC
collaborative environment and net-centric warfare. Communication interruptions had periodic adverse
impacts on the total effectiveness, but when the suite worked it was highly effective. Although there were
shortcomings, they did not stem from the location of the MIWC aboard the HSV.

The HSV appearsto be an excellent platform for supporting the MIWC and MCM. Advantages
include:

0 High speed to area of operations and while conducting various MIW missions

0 Shalow draft will alow operationsin relatively shallow water

0 Large cargo volume can provide ample workspace and support areas for supporting
future remote autonomous vehicles (RAV's) and their operational mission and
maintenance crews.

Disadvantages and risks include:

0 Potential vulnerability of the HSV to hostile action due to design and construction
factors, lack of countermeasures or compensating CONOPS

> Fleet Battle Experiment — Juliet, HSV Initiative, Summary Report, Additional Information

78 Fleet Battle Experiment Juliet (FBE-J) Juliet Report, Final Summary Report, Section I. Principal Results
" Fleet Battle Experiment — Juliet, HSV Initiative, Summary Report, Additional Information

8 JIFMCC MIWC Top Three Lessons L earned Report, 3 Aug02
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0 Lossof one HSV with large number of RAVs (est. 25 to 30) could risk the entire MIW
mission success and/or timeline if additional resources are not readily available

0 Under the concept of rapid reconfiguration for HSV's, MIW may be competing with other
missions for the use of the HSV.

Studies will need to be undertaken to mature the CONOPS for HSV support of MIW, including
0 Determination of the appropriate number and overall distribution of MIW assets on HSV's
0 Assessthe requirement for redundant back-up operational databases and MIWC SA in
case of loss
0 Assessthe likelihood that competition for HSV resources will impact on MIW mission
success

0 Designing/determining launch and recovery systems optimized for surface and
subsurface vehicles.

752 Resultsfor HSV Support to Navy Special Warfare
Both HSVs were used to support various NSW operations.

Joint Venture supported hydrographic reconnaissance missions on 27 and 28 July; SDV launch and
recovery operations on 28 July and 1 August; and provided an afloat forward operating base for an
embarked NSW Task Unit commander (NSWTU Hawk) from 31 July through 6 August. During the
latter, 3 SEAL platoons, 2 11-meter RHIBs, and a SENTRY UAV control station were operated from the
HSV-X1. Embarked NSW C41SR equipment was supported by an HSV-provided TCDL data/video link.
Voice communications, GCCS-M, and IWS software were aso used in support of NSW operations.

These activities generated the following observations from the Joint VVenture's crew:

16 NSW fast rope cycles were completed without discernable problems from an HH-60H (16
bounces)

The HSV's TCDL system supported a satisfactory video link with a VPU aircraft

Transom modifications (based on previous experimentation) made to the HSV to support NSW
11 meter RHIB operations were effective

An SDV full of water stresses the crane's 10-ton limit. Further research is needed to identify the
full SDV’'sweight.

The best overall evaluation of Joint Venture's NSW support comes from the NSWTU after action report.

“Live embarkation of HSV by a NSWTU proved the operational feasibility of using this platform
as an afloat staging base. The embarked NSWTU was aboard the HSV for 5 days and conducted
3 consecutive days of VBSS operations. This platform proved idedl for supporting NSW
operations but several magjor items were identified as needing modification to meet the following
needs:

(1) Ability to launch, recover, and store 4 X NSW RHIBS at sea

(2) Ability to land and store a minimum of 2 X HH-60 helicopters.

(3) Ability to house 2 X SEAL platoons and equipment.

(4) Ability to house 1 X NSWTU headquarters element.
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(5) Ability to have integrated comm. suite.

Sea SLICE teamed with Joint Venture from 3 to 5 August to successfully support NSW visit, board,
search, and saizure (VBSS) operations. Her Sea FLIR and Sea Star SAFIRE 11 equipment proved
particularly beneficia in covertly locating targets from over four miles away. The equipment's laser and
infrared capability proved far superior to the standard starlight night vision equipment, particularly on
nights when there was no starlight. It was a so able to precisely observe and locate individual
crewmembers trying to hide on the target vessel before the SEAL team boarded. The FLIR aso tracked a
target sargip that tried to obscure its radar identification by merging its reflected signals with another
vessdl.

753 Reaultsfor HSV Support to STOM and L ogistics

As mentioned earlier in this chapter, the Marine Corps Warfighting Lab (MCWL) developed an
independent experiment and data collection plan,®* and FBE-J planners opted not to duplicate their efforts
with a separate Navy effort. Highlights and findings from MCWL's report follow:

Over the period 28 to 30 July, Joint VVenture supported an insertion of a reconnaissance team via
CRRCs, and introduced follow-on forces (3 LVS, 4 LAV, 2 5-ton trucks) into an austere port (as
represented by the Del Mar boat basin.

Joint Venture successfully demonstrated its ability to support both MAGTF operational maneuver
and the intra-theater movement of cargo and passengers between ports.

Joint VVenture acted as a communications relay between the Marine Reconnaissance and USS
Boxer.

Joint Venture successfully conducted SEAL swimmer delivery vehicle (SDV) operations and a
Marine reconnaissance insertion at night. Different standard operationa procedures were required
for each evolution.

HSV advantages include its shallow draft, high speed, maneuverability, and the ability to conduct
independent operations in austere ports permit operations not available to other shipping.

Joint Venture is an excellent platform to move considerable equipment from ship to a non-hostile
shore environment in minimal time.

Since it is not armored or hardened, its aluminum hull is more vulnerable to shore-based
weapons. Its use in a hostile environment would pose considerable risks.

CONORPS should take this vulnerahility into account and call for its use after initial assaults create
the “permissive” environment needed for its employment.

Support equipment presently available on Joint Venture was not optimized for the missions
undertaken. Thisincludes everything from cranes for boat launches, the type of lines used as
safety lines, essentia night lighting, minimum widths for turning vehicles on the vehicle deck,
insufficient crew to conduct multiple operations simultaneoudly, inadequacies of the helo deck,
and other similar comments which were observed in various reports. *

Sea SLICE support to STOM, while not included in the MCWL LOE, was provided on 29 and 30 July in
the form of ARG escort and protection, and fires support for the amphibious landings that ultimately led

9 Extracted, unclassified information from a confidential, Commander, Naval Special Warfare Group One report
"Millennium Challenge-02, Post Exercise Quick-Look for Special Operations Task Force Raven,” 10 Aug 2002. To
view the full report, see the Navy Warfare Development Command website at http://nwdc.navy.mil.smil/hsv.

8 Fleet Battle Experiment — Juliet HSV Initiative, Sea SLICE Report

81 MCWL report.

82 MCWL report.
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to the capture of the Del Mar boat basin. In support of those missions, Sea SLICE fired 80 Loitering
Attack Munitions (LAM) and Precision Attack Munitions (PAM) against fixed land targets such as
surface to air missile (SAM), 122 mm artillery, and CSSC-3 Coast Defense Batteries. No data are
available to evaluate Sea SLICE's impact on STOM operations.

754 HSV Support to Army Intra-theater Force Deployment

The Army also established an independent experiment and data collection plan. Highlights from their
post-experiment report®® are summarized below.

With 686 tons of passengers, cargo, and fuel, HSV-X1 completed a 1,200 nautical mile transit
from Port Hueneme, Californiato Tacoma, Washington in 41.5 hours at an average speed of 29
knots. Average speed would have been higher were it not for a 6-hour, 15 knot channel restriction
approaching Tacoma.

Offloading the cargo at Tacomatook only 13 minutes.

Specific observations from that experience include:

In rough seas (sea state 5), vessel damming caused Stryker combat vehicle suspensions to move
inaviolent vertical motion. Lashing gear became very loose on downward vehicle motion and
they did on the wet deck (as much as one foot). Extra straps were needed to reduce movement
and prevent damage.

Vertica movement of this equipment was due to inadequate lashing gear and vessel tie-down
strength.

0 Tiedowns should be flush with the deck and replaced with stronger fittings to avoid
damage.

0 Fittings should be placed on a4'x 4’ grid throughout the cargo area.

0 A minimum requirement for the Stryker tie down should be eight 35K Peck & Hale
restraints with rubber snubbers to absorb the shock load.

Deck heights and axle load ratings on the interior ramps restrict the type of cargo that can be
stowed in these areas. These areas should at least accommodate a fully loaded HMMWYV and
trailer combination.

The quarter stern ramp should be redesigned to automatically adjust to aprons of various heights
and tidal conditions without using wooden inserts.

The center area of the mission bay/vehicle deck should be free of obstructions to support
maneuvering large vehicles and truck trailer combinations.

7.6 SUummary

While simulated vessel experimentation lagged, live vessel experimentation exceeded expectations.
Flexibility, speed, and modular design made HSV's, particularly Joint Venture, high demand assets during

8 MTMC-TEA report.
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FBE-J. The demonstrated value of open architecture, multi-mission platforms was clearly evident in Joint
Venture' s and Sea SLICE's support to MIW, NSW, STOM, and SBCT operations.

Indicative of the potentia the potential inherent in these vessalsiis this excerpt from the FBE-J Quicklook
report.®*

Joint Venture (HSV-X1) successfully demonstrated operational capabilities by (1) self-delivery into
experiment joint operations area through the Army's actua 23 day, 13,000 nm, 4-refueling stop
voyage from Djibouti to San Diego; (2) configuring/reconfiguring the vessel fivetimes ... in atwo
and half week period to support multiple missions; (3) ... daily high speed transits to and from the
SOCAL operating areas in support of multiple taskings (to include 17 unassisted port entries and
departures); (4) delivering follow-on forces and sustainment into austere ports; (5) acting asa
forward based C2 platform for MIWC operations; (6) acting as a NSW forward operating base; (7)
demonstrating the value of an open architecture, multi-mission platform through simultaneous
MIWC/MCM/NSW/STOM operations, and (8) highlighting the possibilities as forward deployed
sensor employment and C41SR platform.

Sea SLICE's contribution to HSV outcomes was also very strong, as she demonstrated the ability to
support MCM, Fires, and NSW support, including 4 configurations or reconfigurations over that same
period. Sea SLICE's approach to systems integration and modularity are particularly noteworthy.

76.1 LessonsLearned

Accolades are fine, but the real value of system participation in FBE-J comes from the lessons that are
learned and addressed. For the HSV's, those lessons should help answer the overarching questions
identified earlier in this chapter.

What added vaue do a number of high speed, reconfigurable, and multi-mission platforms
provide the JFMCC and JFC in alittoral campaign as part of an access misson?

What are the appropriate missions best suited to this concept of maritime operations?

In a netted environment with many and varied types of sensors, what are the advantages or
disadvantages of C2 construct used in this concept?

What conditions and design features must be considered in engineering the capabilities required
to meet the challenges in a 2007 campaign?

76.1.1 Value Added

The easiest way of providing an assessment of the value-added of HSVsisto start with results from the
sub-initiatives and comments from supported staffs.

"The concept of using the HSV asaMIW C4I SR platform to support the MIWC was highly
successful. The HSV proved to be a*“good test platform and a suitable interim solution to the
MIW C2 issue.”®

"Live embarkation of HSV by aNSWTU proved the operationa feasibility of using this platform
as an afloat staging base. The embarked NSWTU was aboard the HSV for 5 days and conducted

84 COMNAVWARDEVCOM 271709Z AUG 02.
8 JFMC MIWC Top Three Lessons Learned Report, 3 Aug02
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3 consecutive days of HVBSS operations. This platform proved idea for supporting NSW
operations ..."*°

"Joint Venture successfully demonstrated its ability to support both MAGTF operational
maneuver and the intra-theater movement of cargo and passengers between ports."®’

With 686 tons of passengers, cargo, and fuel, HSV-X1 completed a 1,200 nautical mile transit
from Port Hueneme, Californiato Tacoma, Washington in 41.5 hours at an average speed of 29
knots.*®

As demonstrated by the Joint Venture, vessels that can cover great distances at high speed, that can enter
shalow, austere ports without assistance to discharge troops, cargo, and equipment, and that have the
open architecture and flexibility to fulfill mission requirements for the Army, Navy, Marine Corps, and
Naval Specia Warfare provide tremendous added va ue to not only the JFMCC, but to the entire JTF.

8 Naval Special Warfare Group One report.
87 MCWL report.
8 paraphrased from the M TMC-TEA report.
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76.12 AppropriateMissions

During FBE-J, Joint Venture successfully demonstrated its ability to support MIWC and MCM missions,
NSW missions, STOM support, and intra-theater movement of forces. Sea SLICE successfully supported
MCM, Fires, and NSW missions. No mission failed, so at first glance it might appear that all of the
missions assigned to the HSV s would be appropriate missions.

That assumption needs to be tempered by some of the questions raised during the experiment.

First and foremost of those questionsiis that of vessal survivability. The loss of so many
vessels in the simulation, including HSV's, is cause for concern. For HSV's, and for any
vessals for which the HSV acts as a surrogate, littoral operations and their attendant threat are
issues that must be addressed.
0 Defining and quantifying the threats populating the littoral environment
0 Assessing HSVS vulnerability to those threats
0 Addressing those vulnerabilities through changes to vessel design, installation of
counter-measures and armaments, and devel oping compensating CONOPS and
TTPs

0 Ensuring widely held knowledge of HSV capabilities and limitations.

Vessd endurance for longer-term operations as it relates to crew size and the ability to
provide hotel services to embarked crew and passengers needs additional study.

0 Theability of asmall crew to handle multiple requirements simultaneoudy, e.g.,
flight operations during surface and subsurface vessel launches

0 Fatigue levels among crewmembers, whether induced by workload or vessel
motion

0 The ability to operate for long(er) periods of time with large numbers of
embarked staff or passengers.

Observations surfaced (or resurfaced) of less than optimum on-vessel environmental
conditions that require additiona attention.

0 High noiselevels on the mission bay deck

0 Air quality/exhaust fumes on the mission bay deck

0 Crew motion sickness in response to sea conditions.

76.1.3 Netted Command and Control

The question of advantages and disadvantages of the networked C2 construct used in FBE-J transcends
the HSV initiative and is arguably the major recurring theme throughout al of the experiments various

initiatives. Results from the HSV-MIW experience discussed in chapter 11 can, however, answer parts of
that question.

The variety of experimental autonomous sensors available to the MIWC aboard the HSV s enhanced
overall MIW capability. The size of Joint Venture permitted a comprehensive mix of MCM assets from
RHIBs, AUVs, and helicopters to be hosted. The experimental set of autonomous sensors significantly
increased the overal capabilities of the MIWC in a qualitative sense. The HSV's were able to support the
use of embarked sensors, although there were issues of launch, recovery, and working conditions that

168



were largely associated with the use of vessals that had been modified to accomplish the MIW mission,
but had not been specifically designed for MIW/MIWC.

The HSV's had afully equipped, modular C4ISR command center and a state-of-the-art communications
and computer suite, which provided unparaleled connectivity up and down the battle force. This
capability allowed red-time communications, chat, VTC, and the exchange of information, data and the
common operationa picture and common undersea picture. This exchange and data sharing was provided
through a high speed, high data capacity shipboard local area network (LAN) tied into a robust new
communications suite.

These two observations do not address the system-wide advantages and disadvantages of a network C2
system. They do suggest that within MIW, the ability to employ off-board sensors, process datainto
information, feed that data into common operating pictures, and then participate in the networked
planning and execution process that takes advantage of that datais a valid concept.

76.14 Conditions and Design Features
The suitability and characteristics discussions in sections 7.4.1 and 7.4.2 address this question.
7.6.1.4.1 Suitability.

Greater emphasis should be given to:

Survivability
Manning
Hotel services.

76.14.2 Char acteristics.

From the FBE-J experience, all of the following characteristics are desirable:

Ability to support air, surface, and sub-surface operations (and employ off-board sensors)
A robust C4l system

Vehicle loading/unloading and cargo handling capabilities

Shallow draft and vessel maneuverability

High speed

High payload fraction

Self-deployment

Reconfigurability
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8.0 Naval Fires Network — Experimental (NFN (X)) Initiative Key Observations

8.1 Experiment Objectives

MCO02/FBE-J provided an opportunity to configure NFN related components for rapid decisive operations
within the context of the MCO2/FBE-J architecture and scenario. Data collection and analysis planning
focused on evaluating the experimental NFN technical architecture and procedural processes observed
during ISR and Fires engagement operations. The post-experiment analysis effort was not intended to
focus on atechnical evauation of NFN components, but rather the integration of capabilities and the
impact on the TST process.

One purpose of thisinitiative is to document preliminary NFN findings from the MCO2/FBE-J effort for
C3F, NWDC, and the NFN Virtual Program Office (PMS 454, PMA 281, PMW 157) representatives.
The initiative focused on providing insights on the role, functions, and contribution of NFN in arelatively
high-tempo warfighting context defined by the MCO2/FBE-J experimental design, scenario, and
architecture. Key findings are relevant to the four primary analytical objectivesfor NFN in this effort:
Joint Interoperability, NFN Impact on TST Timeline, NFN architecture characteristics evaluation, and
NFN impact on enhanced situational awareness. NPS analysts' review of manual logs, €lectronic system
data, and discussions with operators and technical team members formed the basis for these preliminary
findings.

8.2 Analytic Questions

The NFN in MCO2/FBE-J high-level analytical objectives highlighted below were deduced by NPS
analysts from several informal documents plus discussions with NFN Program office representatives:

Joint interoperability.

NFN contribution to timely engagements of time sensitive targets.

NFN architecture characteristics (Spiral 1a evauation (GCCS-M/TES-N interface)).
NFN contribution to enhanced operational and tactical level situational awareness.

Enhancement of platform level self-targeting is follow-on to work initially done in earlier FBES. The
hypothesisis that given a certain level of technological capability and specialized training in sensor
management, target identification, and weaponeering, that a single nava platform can sense, target, and
successfully engage TSTs.

83 Ground COP
An accurate and complete ground COP is fundamental to the success of any aspect of Naval Fires. The
GCCSM 4.x will provide extensions that will enhance the ground COP and contribute to the timely

engagements of TSTs. In FBE-J, GCCS-M was not a component of the TST engagement system and the
introduction of GCCS-M was in the form of a demonstration.
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Figure 8-1. The JFMCC NFN (X) Fires Architecture.

Figure 8-1 displays a schematic diagram of the JFMCC NFN (X) Fires architecture. The key indicates
which blocks within NFN (X) congtitute NFN and JFI. All systems shown in color were part of NFN (X),
but some components are normaly part of JFI or NFN. The numbered lines, representing the interactions
between the component systems of the Fires network, are discussed below.

1. Target sensing (e.g. ELINT) originating with live sensors and simulated sensing from within the
simulation are received in GCCS-M and in TES-N.

2. Liveand smulated sensor data are received directly by the target nomination systems (GISRC
and TES-N, including RTC). The data are primarily smulated and primarily imagery. The
imagery is normally accompanied by telemetry.

3. When GISRC and TES-N identify targets they create tracks and transmit those to GCCS-M. Both
systems received GCCS-M tracks (GISRC through C2PC). The GCCS-M tracks are dso
superimposed on the LAWS map display.

4. If GISRC and TES-N identify atarget asa TST, atarget nomination, with attached imagery, is
transmitted to LAWS and to DTMS.

5. LAWS performs the weapon-target pairing and, if necessary, transmits a georefinement request to
DTMS. If the JFMCC is unable to prosecute the target, the mission (through the ADOCS DTL) is
passed to another component for execution. Conversely, if other components are unable to
prosecute their TST nominations, they may be passed through ADOCS to the JFMCC for
execution.
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6. Through an exchange of messages described as the georefinement validation process, LAWS and
DTMS agree on required mensuration accuracy and a time within which the georefinement isto
be completed.

7. TheMensuration Manager at the DTMS assigns the mensuration task to one or more RRF
workstations. The RRF workstations return the mensuration result to DTMS. DTMS transmits the
result to LAWS.

8. If themission involved TLAM or LOCAAS, LAWS transmits a route request to the appropriate

route generating workstation (RPM or LEAPS). The workstation responds to LAWS with the
route.

9. After the missions has been approved by the MOC TCSO, and georefined target locations and
projectile route have been received (if required), the mission is executed in LAWS, and the fire
command is transmitted to JSAF for projectile launch, fly out, impact and assessment.

After the mission has been approved by the MOC TCSO; and georefined target locations; and projectile
route have been received (if required); the mission is executed in LAWS and the fire command is
transmitted to JSAF for projectile launch, fly out, impact, and assessment.

8.4 TST Process
This Section provides a qualitative description of the NFN (X) TST process in FBE J (Figure 8-1).
84.1 Target Detection

The great magjority of target detections were made on the basis of imagery from simulated sensors
(Predator, TUAV, Globa Hawk, U2). Most of the targets were detected as targets of opportunity found in
random searches of the patrol arearather than as aresult of cued searches for TSTs. Each of the smulated
sensor assets gppeared in the ATO with an assigned operational area and scheduled time of operation. The
simulated ISR assets were essentially exclusively assigned to the prosecution, and Battle Damage
Assessment (BDA), of TSTs.

There was some variation in the C2 procedures for ISR, but for the mgjority of the experiment the
procedures were as follows. The UAV operator controlled the path of the UAV within the ATO-assigned
operational area while the GISRC operator assigned to that UAV controlled the aircraft’ s sensor. There
were six separate IRC chat channels used for coordination between the paired GISRC and UAV

operators. If the UAV was re-tasked, the new tasking originated with the ISR OPS officer in the MOC
and was passed to the ISR Manager at FCTCPAC who in turn communicated it to the UAV operator.
Coordination between the JFMCC ISR OPS officer and the UAV Manager were conducted using the IWS
ISR chat room.

In FBE-J weather was introduced into the smulation. As aresult, coastal cloud cover inhibited the
smulated UAVS E/O sensors for a significant percentage of the morning hours for most of the
experiment.

8.4.2 Target Identification

The GISRC or TES-N workstations received a streaming video feed and telemetry from the smulated
UAVs or U2. When the operators of these workstations recognized an imaged object of potentia interest,
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atarget track was created. The tracks were transmitted to the Global Command and Control System -
Maritime (GCCS-M). If the target was recognized as a TST, atarget homination was initiated. For
GISRC, the interval between the track creation and the initiation of the nomination was typically six
seconds. When the nomination process was initiated, the target was assigned a target number. The GISRC
logs show that about 30 percent of the targets assigned target numbers were never sent to LAWS. The
median interval from track creation to transmission of the GISRC nomination to LAWS was 5.8 minutes.
For TES-N, the median interval between initiation of the nomination and the transmission of the
nomination to LAWS was 3 minutes.

84.3 Target Nominations

Nominations, with associated imagery, were to be sent simultaneoudly to LAWS and DTMS, but the

latter node was to take no action on the nomination until a mensuration request was received from LAWS.
TES-N, asaresult of a software problem, was unable to send its target nominations smultaneoudy to
LAWS and DTMS.

Over the period July 28 to August 5, 835 target nominations were recorded in the LAWS data logs. The
majority of these targets were not categorized as TST targets. Most TSTs were contained in the 186
GISRC nominated targets (these do not include China Lake GISRC nominations, which in LAWS are a
small number of live fly nominations), 60 TES-N nominations, and 57 targets associated with cross-
component nominations. These three classes of targets are hereafter referred to as G, T, and J targets,
respectively.

G = GISRC Nominations
T = TESN nominations
J = Cross-component Nominations

844 NLT Time

When LAWS received a nomination, LAWS added the target dwell time, which was normally contained
in the target nomination message, to the time the nomination was received at LAWS to produce the Not
Later Than (NLT) time. On receipt of the target nomination in LAWS, the NLT block was set to yellow
and displayed a countdown clock showing the time remaining until the NLT time was reached. If the NLT
time passed, the block turned red and displayed the interva past the NLT time to a maximum of one hour.
For those G, T, and J targets for which both an NLT and fired time were reported in LAWS, the
difference between these times was taken as a measure of whether the NLT time was met or not. The
results are shown in the table below. This simplistic approach does not address the projectile time-of -
flight.

Condition GISRC TES Nominations Joint Nominations
Nominations
NLT time met 22 16 5
NLT time not met 8 3 12

Table8-1. MeetingtheNLT Time

The sample sizes are small but the result for the cross-component engagements appears different from the
internally processed JFM CC engagements. It should be noted all the dwell times provided by TES were
set at adefault value of one hour, thus there was no correlation between a meaningful requirement and the
observed resultant action.
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845 Georefinement

The FBE-J TTP requires a georefinement request to be directed from LAWSto DTMS. This
georefinement request message contains requested mensuration accuracy. After an exchange of messages,
mensuration accuracy, and the time interval required to produce it, were agreed upon between LAWS and
DTMS. This vaidation process was to be completed before DTMS actually initiated the georefinement
process. The implication of this mensuration validation process was that the weapon-target pairing would
be completed before the georefinement request in order that the selected weapon would provide the basis
for determining the needed mensuration accuracy (or whether mensuration was required at al). Infact, in
the experiment, the mensuration request for G and T targets was issued a median of 7 minutes after
receipt of the nomination and usually long before the weapon-target pairing was performed.

After the georefinement request was validated, the Mensuration Manager, through DTMS, tasked the
georefinement to one or more RRF workstations. On receipt of the ge